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Figure 1:We present Let’s Frets, a modular guitar learning concept with three feedbackmodules: (1) visual indicators, (2) finger
position capturing, and (3) a combination of both modules.

ABSTRACT
Mastering the guitar requires regular exercise to develop new skills
and maintain existing abilities. We present Let’s Frets - a modular
guitar support system that provides visual guidance through LEDs
that are integrated into a capacitive fretboard to support the prac-
tice of chords, scales, melodies, and exercises. Additional feedback
is provided through a 3D-printed fretboard that senses the finger
positions through capacitive sensing. We envision Let’s Frets as an
integrated guitar support system that raises the awareness of gui-
tarists about their playing styles, their training progress, the compo-
sition of new pieces, and facilitating remote collaborations between
teachers as well as guitar students. This interactivity demonstrates
Let’s Frets with an augmented fretboard and supporting software
that runs on a mobile device.

CCS CONCEPTS
• Human-centered computing → Collaborative and social com-
puting systems and tools; Systems and tools for interaction de-
sign.
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1 INTRODUCTION
Guitars are popular musical instruments that represent an essential
part of many music bands. Prospective guitarists need regular prac-
tice sessions with professional teachers to master the guitar. Even
experienced guitarists require regular exercise to maintain their
skills [1, 5]. Such skills include a sense of rhythm and the agility to
playing different techniques, such as strumming or vibrato.

Based on a limited number of allocated teaching sessions, be-
ginners This could result in erroneous playing habits that may
become difficult to break and might even lead to health issues (e.g.,
“Repetitive Strain Injury” syndrome [11]).

In this context, assistive systems have been proposed to provide
autonomous practice sessions for guitar students by teaching aids.
For example, projections on the guitar have been used to visually
depict the next strings to be pressed [6, 7]. Further support can be
provided through in-situ assistance with mixed reality [8, 10], or the
actuation of the current playing style through implicit gestures and
physiological measures [2, 3, 14]. Each of the proposed solutions
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(a) Front of the capacitive fretboard. (b) Back of the capacitive fretboard.

Figure 2: Front- and backside of the capacitive fretboard including wiring.

delivers individual benefits. However, projection-based solutions
require a complicated setup that needs to track the guitar. The
previously mentioned solutions require either the guitar or the user
to be prepared, hence increasing the overall effort before practicing.

This demonstration presents Let’s Frets – a modular guitar sup-
port system that combines visual indicators, feedback about finger
positions on the fretboard, and a dedicated configuration app on
a mobile device (see Figure 1). Capturing the finger positions is
realized via capacitive sensing through the fretboard to not change
the guitar haptics. Feedback and guidance are provided through
built-in LEDs and a mobile device app that visualizes the finger
positions captured by the capacitive fretboard. We envision Let’s
Frets as a continuous assistive system for beginners as well as ad-
vanced guitar players. We discuss a variety of use cases, including
collaborative and remote learning.

2 CONCEPT AND CAPABILITIES
Let’s Frets provides two main functionalities to support guitar play-
ers: 1) visual guidance and 2) capturing of finger positions on the
touched fret that is visualized using a smartphone app.

Chords, individual tones, and sequences thereof can be visualized
using built-in LEDs (see Figure 3a). This can be used for learning
new finger positions on the fretboard and the practice of sequences,
such as chord progressions or scales. The mobile device app can
be used to configure exercises and displays chords and melodies in
traditional music notation for the guitar (see Figure 3d). Hence, the
guitarist can also use the app to practice sight-reading, which is
playing based on music notation. We use the traditional musical no-
tation for the app since it has been demonstrated to be beneficial [4].
Furthermore, the app allows guitarists to load additional exercises.
Therefore, exercises developed by teachers, a guitar community, or
the student can be composed and practiced.

Touched frets are captured by the fretboard’s capacitive sensors
(see Figure 3b) and visualized on a mobile device screen. The visu-
alization can be an overlay of the music depiction, such that the
guitarist can easily spot mistakes. The capturing functionality from
the fretboard can furthermore be used to transform newly com-
posed pieces into music notation. Sensing and visual guidance can
also be used in combination (see Figure 3c). Based on a programmed

exercise, the guidance LEDs can depict the target finger positions.
Once the fingers are placed correctly, the app can automatically
switch to the next chord.

3 LET’S FRETS IMPLEMENTATION
An electronic guitar serves as the basis for the smart guitar support
system.Wemodified the guitar neck by removing the fretboard from
the first four frets and replaced it with our developed components.

To realize the capturing of finger positions by capacitive sensing,
we designed 3D-printed touch sensors (cf. [12, 13]). The sensors
are printed with Proto-Pasta carbon-doped PLA and separated by
regular PLA. Each fret is equipped with six of these sensors – one
for each guitar string (see Figure 2a). For measuring the capacitance,
each fret has a FDC1004Q 4-Channel touch controller chip1 below
the sensor (see Figure 2b). The measured capacitance is sent to the
onboard controller. The connection between the touch controller
chips and the on-board controller is realized by wires on top of the
guitar neck. However, these wires can also be hidden in the guitar
neck below the touch controller chips.

As an onboard controller, we used a Raspberry Pi that communi-
cates with the mobile app via Bluetooth. The on-board controller
is placed on the guitar body in the lower part, such that it does
not affect playing. A small onboard controller, such as a Raspberry
Pi Zero, can even be integrated into the guitar body. For further
implementation details, the 3D models, and the source code of Let’s
Frets the reader is referred to our online repository 2. Using the
touch sensors detailed above, we can capture three types of finger
positions:

(1) Touches of individual frets and their corresponding strings.
This represents the playing of tones or chords and progres-
sions thereof without specific playing techniques.

(2) Vertical shifts in the direction of another string. This can
either be the result of a mistake because the guitarist touches
the fret too high or too low or be part of a playing technique,
such as bending or vibrato. The app can determine whether
it is a playing technique or a mistake based on the chosen
exercise.

1www.ti.com/lit/ds/snoscz4/snoscz4.pdf - last access 2021-01-11
2www.github.com/Pinyto/lets-frets - last access 2021-01-11
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(a) LEDs indicate which strings should be pressed. (b) The touched fret is visualized.

(c) Combination of LEDs and capacitive sensing. (d) Display of fretboard charts.

Figure 3: Feedback and guidance modules.

(3) Horizontal shifts towards other frets. Such shifts can either
be the result of a mistake by touching two frets at the same
time or be part of a playing technique, such as sliding. Again,
the app can determine whether it is a playing technique or a
mistake based on the chosen exercise.

For visual guidance, we integrated RGB-LEDs into the fretboard
(see Figure 3a). For this, we left space in the Proto-Pasta carbon-
doped PLA to place the RGB-LED. To realize a smooth surface, the
RGB-LEDs are covered with a transparent layer of PLA and are
placed in the center of each fret (see Figure 2a). We placed a separate
set of LEDs above the nut to indicate the strings that the guitarist
should strum. Using the app, individual colors can be assigned to
each finger to assign specific fingers to positions or to communicate
specific playing styles, such as bending, hammer-on, pull-off, or
vibrato.

4 OUTLOOK
We demonstrated Let’s Frets, an assistive system that supports gui-
tarists via integrated capacitive sensing and visual guidance. Let’s
Frets does not change the overall form of the guitar and maintains
the original shape, hence acting as a learning or support tool when
necessary.

4.1 Enhancing Solo Practice Sessions
There are several use cases in which Let’s Frets can provide bene-
ficial functionality. First, we consider solo practice sessions. Dur-
ing these sessions, guitarists practice alone to develop new skills.
This has already been investigated in a user study with 24 par-
ticipants demonstrating the usability of Let’s Frets for practicing
simple chords [9]. Let’s Frets can provide exercises for these ses-
sions, guide the guitarists through them, and offer feedback about
finger positions. The exercises can be composed by a teacher or
by the students themselves. Besides traditional exercises, such as
sight-reading, we envision exercises based on gamification. For in-
stance, students could play a chosen song or exercise while sensing
technology is used to calculate a score based on their speed and
accuracy. Furthermore, this functionality could be leveraged as a
learning diary, such that guitarists can track their current skills and
progress.

4.2 Composition Support
When composing a new piece of music, musicians either need to
record it or make breaks for written down their newly composed
music. The sensing technology could be used to automatically trans-
form played music into traditional music notations, such as guitar
tabs. In this use case, sensing technology is even superior to audio



CHI ’21 Extended Abstracts, May 8–13, 2021, Yokohama, Japan Marky et al.

analysis because not each tone has a unique position on the guitar.
A guitar with 25 frets has 150 possible finger positions. However,
it can only produce 45 unique tones. However, music notation by
a guitar tab requires information about the finger position, which
cannot be determined for each tone by audio analysis.

4.3 Remote Collaboration
Further, we envision Let’s Frets as remote learning tool. For example,
guitar students and a teacher can remotely collaborate to mediate
progress and experience over distances. This can be accomplished
by setting the next melody or chord remotely by the teacher. At
the same time, the teacher can observe the student’s playing and
provide advice. The guidance and sensing technology from Let’s
Frets likely reduces the cognitive load of both – teachers and stu-
dents – because perceptual mappings based on a camera picture
are not required in the remote setting. Guitar practice, composing,
and collaborative music-making can therefore be achieved over
distances, and Let’s Frets can be seen as an add-on to video calling
technology.

4.4 Detecting New Gestures
The capacitive sensing modalities of Let’s Frets are not limited to
detecting finger positions. We envision additional interaction sce-
narios and playing styles using the capacitive sensing capabilities
of Let’s Frets. For example, different gestures on the fretboard (i.e.,
similar to the swipe gestures on the smartphone) can be recognized.
Such gestures can be given by sliding between frets. Further, the
pitch, amplitude, or frequency of sounds could be changed by con-
ducting additional gestures on the fretboard. We will investigate if
such gestures are suitable for guitarists and how such gestures can
be implemented to provide additional methods for an expressive
playing style.

5 CONCLUSION
This demonstration presented Let’s Frets, a guitar support system.
Let’s Frets provides 1) visual guidance, 2) finger position capturing,
and 3) the combination of both to support guitarists. This func-
tionality can be leveraged to support guitar learning, teaching, the
composition of new pieces, solo practice, and remote collaboration
with guitar teachers and other musicians. We will investigate how
capacitive sensing technologies can be used to capture novel play-
ing style techniques in future work. We are confident that Let’s
Frets paves the way for interactive assistance, which is directly
integrated into the guitar to augment the overall playing progress.
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