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Abstract—Personas offer an empathetic approach to capturing
user requirements, translating user needs into relatable narra-
tives. However, creating personas manually is time-consuming.
Large Language Models (LLMs) can generate personas with
convincing natural language, challenging traditional methods.
Yet, LLM-generated personas may reflect biases from their
training data, potentially compromising diversity. Our study
explores how diversity is considered in LLM-generated personas
through a qualitative user study with 22 participants. Participants
generated personas without specific diversity prompts in the
first task, revealing how users naturally interact with LLMs.
In the second task, participants were explicitly asked to consider
diversity aspects when prompting for personas. Analyzing the
prompts and outputs showed that users tend to request less
diversity unless explicitly instructed. Meanwhile, LLMs can
introduce diversity even when not prompted, potentially broad-
ening representation. However, we also found a critical pitfall:
LLM-generated personas may appear diverse due to mentioning
various aspects, but fail to translate them into meaningful
implications for requirements engineering. This shows the need
for a more deliberate approach when using LLMs for persona
creation to ensure diversity is not just performative but genuinely
informative for design and development.

Index Terms—Personas, Requirements Elicitation, Generative
Artificial Intelligence, Diversity.
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I. INTRODUCTION

Personas are fictional character descriptions developed to
understand the requirements of users who will interact with
a service, product, or software. In Requirements Engineering
(RE), personas compile key information in a narrative format,
typically including demographic details, behaviors, and goals,
mostly conveyed through text [1], [2], illustrations, and po-
tential challenges users may encounter [3]. Personas support
researchers and designers to stay focused on the end user’s
needs throughout the design process [4]. Personas contribute to
creating user-centered and practical design solutions by aiding

researchers and designers in understanding and predicting
potential users’ motivations and frustrations. Consequently,
using personas ensures that the final prototype or product
is tailored to the intended audience, enhancing usability and
satisfaction [5]. Besides demographic information, personas
must include several factors, such as personality, positive
and negative aspects, and challenges the persona faces daily.
To this end, developing appropriate personas can be time-
consuming, potentially slowing down the design process and
increasing costs [6].

Thus, data-driven personas gained the research community’s
interest. Previous studies highlighted that data-driven personas
could be generated automatically from social media data,
streamlining the process by utilizing crowd-sourced informa-
tion [7]. Recently, Large Language Models (LLMs) garnered
attention for generating user data of human participants [8]–
[18] and using them to analyze human data [19]. Consequently,
LLMs were considered for persona generation [20], [21]. Their
ability to process vast amounts of user data makes them
capable of producing detailed, contextually rich personas [21].
This opens up the possibility of accelerating persona creation
through Artificial Intelligence (AI). Several AI tools, such
as PersonAI1 and QoqoAI2, already assist in persona gen-
eration based on demographics and scenarios. The research
community is increasingly focused on evaluating whether
LLMs can produce personas that accurately reflect the target
user base while also considering potential biases and ethical
concerns [20]–[23].

Still, the use of LLMs to generate personas bears sev-
eral challenges. A recent literature survey found that LLMs
are repeatedly used to simulate user requirements via per-
sonas [24]3, a practice that has been repeatedly scrutinized by

1https://www.figma.com/community/plugin/1287786847239653675/
personai-user-persona-generator

2https://qoqo.ai/index.html
3The survey considered papers published in the CHI conference on Human

Factors in Computing Systems, the premier conference in human-computer
interaction.



the research community [25]–[27]. In this context, previous
research pointed out that using LLMs for generating user data
bears risks, such as reinforcing biases and homogeneity in the
generated data that originated from the LLM training data [25].
Especially novice users who are not experts in persona creation
or acquainted with prompt engineering [28] may generate
convincing output that does not capture the important diversity
aspects of personas. In the long term, LLM-generated personas
will lead to requirements that do not consider the individual
properties that factor into a persona. Although prior research
investigated if LLMs can produce credible personas [28], no
research has been conducted to understand to what degree
LLMs include diversity aspects in their output for covering
user requirements.

Our study addresses this gap by examining how users
leverage LLMs to generate diverse personas that reflect their
requirements. We conducted a user study with 22 participants,
each generating five personas under two different conditions:
with and without incentives for diversity. In the first trial,
participants created personas without explicitly encouraging
diversity, allowing us to observe how they naturally interact
with LLMs and how the models generate personas. In the
second trial, we introduced an incentive for diversity, enabling
us to analyze how participants adapted their prompts to incor-
porate diversity and how LLMs’ responses evolved compared
to the first trial. By thematically analyzing the prompts and
generated outputs regarding their diversity aspects, we find an
increase in included diversity aspects for both the used user
prompts and resulting personas after making users aware of
taking into account diversity. While we found that diversity
aspects mentioned in prompts impact the number of diversity
aspects in the generated persona, the generated personas only
include a fraction of the aspects present in the original prompt.
Our work shows the considerations and pitfalls of using LLMs
to generate heterogeneous personas.

II. RELATED WORK

In the following, we summarize relevant previous work. We
focus on the relevance of personas in requirements engineering
and recent research on using generative AI for persona design.

A. Personas in Requirements Engineering

Ensuring the software meets stakeholder expectations and
minimizes dissatisfaction depends on gathering diverse and
comprehensive perspectives, making this a requisite of RE.
Yet, a significant challenge lies in comprehensively capturing
the different perspectives of all stakeholders, particularly end-
users, and reducing the risk of overlooking essential require-
ments [29]. The concept of a persona, originating in Human-
Computer Interaction (HCI), has been introduced in RE pro-
cesses to guide and produce more human-oriented and diverse
requirements [30], [31]. A persona represents a fictional,
yet realistic, archetype of a potential end-user, embodying
specific demographics, goals, behaviors, and motivations [2].
They support developers, designers, and researchers to un-
derstand users and enable the creation of more user-centered

products and experiences. A systematic mapping study on
the use of personas in RE [32] concluded that personas
had been integrated into existing RE activities and methods
across all phases, predominantly used with scenarios, goal-
based modeling, and user stories as a tool to support the
collection of more and richer end-user information, evaluate
existing requirements, and identify potential conflicts. Overall,
personas have contributed to a more human-centered RE
process, facilitated enhanced communication between stake-
holders and developers, and introduced a deeper understanding
of end-user needs and behaviors [32]. For instance, Nunes et
al. [33] presented a persona-based modeling for requirements
that embeds diverse persona characteristics as a source of
context in goal models. Here, personas provide an extension
beyond the characterization of how users typically interact
with the system to define the alignment between different user
intentions and capabilities and the proposed software solutions.
Wohlrab et al. [34] emphasize the importance of incorporating
human values into software requirements while highlighting
the difficulty of defining, implementing, and testing these
values due to their lack of clear, shared definitions in RE.
A catalog of personas representing diverse human values is
suggested as part of a systematic approach to integrating
human values into the requirements engineering process.

Indeed, persona implementation and usage in RE are not
without challenges. Personas should include a diverse range
of user characteristics, including demographics, behaviors,
motivations, and goals, to accurately reflect the complexity
of real users. This is challenging because user needs and
behaviors are highly diverse, context-dependent, and dynamic,
making it difficult to create comprehensive and representative
personas without oversimplification or bias, particularly when
balancing the practical constraints of time, resources, and the
effort involved. A study examining the usage of personas from
the practitioner’s perspective [35] found that limited time and
resources allocated to persona design and maintenance, as well
as relegation to lower priority compared to other RE methods,
were the main obstacles. Lack of expertise in gathering an
appropriate level of information and avoiding the creation of
stereotypical representations was also cited as hindering the
effective use of personas [35]. Moreover, development teams
may be unaware of the diversity of end-users, potentially yield-
ing insights from only a limited subset, or inadvertently project
their own needs and experiences onto the end-user population,
neglecting user behaviors, concerns, or even introducing biases
that discriminate against them [32], [36], [37]. For example,
the work of Emanuel and Polito [38] showed that experts
created personas that are related to themselves and, therefore,
do not accurately represent the user group. Although efforts
have been made to increase perceived diversity (i.e., factors
individuals are born with) in software development teams, its
integration within RE processes, specifically for developing
inclusive requirements that consider multiple diversity factors
of users, is still an emerging topic [39].

In the field of HCI, however, Himmelsbach et al. [40]
showed a significant increase in the number of diversity



dimensions considered in HCI articles over the years from
2006, 2011, and 2016 on the basis of a systematic analysis of
articles. They differentiate between primary and secondary di-
versity dimensions in their work. Primary dimensions include
unchangeable characteristics such as gender, age, ethnicity,
and sexual orientation. Secondary dimensions relate to more
changeable characteristics such as educational level, occupa-
tion, socio-economic status, and geographical location, which
are also relevant but often receive less attention. To determine
the relevant diversity dimensions for a project, Himmelsbach
et al. recommend conducting a diversity-sensitive analysis.
This means that researchers and designers should first describe
who is part of the user groups and which diversity dimen-
sions may not be covered. Then, contextualize the social and
geographical environment of the technology users, consider
multi-faceted characteristics, explore the interplay between
different dimensions to challenge stereotypes, and engage with
creativity.

In their literature review, Dankwa and Draude [41] present
two definitions of diversity based on the work of Fletcher-
Watson et al. [42] and Himmelsbach et al. [40]. Fletcher-
Watson et al. [42] define diversity as the infinite variety
between people that goes beyond visible characteristics such
as gender or ethnicity and includes factors such as mood,
health, and personal goals. It focuses on questioning norms
and reflecting on differences in a participatory process. At
the same time, Himmelsbach et al. [40] define diversity as
social differences rooted in historical and structural contexts
and reflecting social inequalities. Nevertheless, often, only a
few dimensions, such as age or gender, are taken into account.

The advent of big data, coupled with the expansion of
online information, social media platforms, and user analyt-
ics software, popularized Data-Driven Persona Development
(DDPD) according to a survey of the field in the past 15
years conducted by Salminen et al. [43]. Different DDPD
algorithms leverage this wealth of quantitative data to create
more representative, comprehensive, and up-to-date personas
[44]. Still, Salminen et al. [43] observed that quantity does not
guarantee persona quality, and any data biases and errors can
be amplified in the creation process, making them inadequate
or potentially harmful. Further, a lack of consideration for
inclusion was found in most of the articles investigated, with
differences (e.g., racial, sexual) treated as outliers and removed
in order to produce ”core users” that represent majorities.
Paradoxically, DDPD algorithms seem to defeat the purpose
of having rich and comprehensive data by flattening it into a
homogeneous majority representation of users. Nonetheless,
Salminen et al. demonstrated that by capitalizing on the
availability of extensive data and the low computational cost of
generating more personas, designers can significantly enhance
demographic diversity and representation. Creating a larger
pool of data-driven personas improved the representation of
marginalized groups and, thus, a more inclusive and accurate
understanding of the user base [22].

B. Using Generative AI for Diverse Personas in RE

The emergence of Generative AI and the availability of
LLMs address long-standing issues in RE processes, partic-
ularly during the resource-intensive early stages. Chetan et al.
[45] describes a new “generative AI-driven software engineer-
ing” era, where generative AI supports requirements engineers
to create a human-centric software development. Given the
natural language processing capabilities of LLMs, the authors
suggest that LLMs may assist with domain analysis, help for-
mat requirements into structured templates, and automate the
introduction of more diverse user perspectives from multiple
data sources, including persona creation. They highlight the
importance of the complementary nature of the proposed col-
laboration, where humans possess the expertise, empathy, and
cultural awareness, and the LLM provides automation and effi-
cient data processing. Building on this potential, recent studies
have investigated how LLMs can complement various aspects
of the RE process. Kolthoff et al. [46] propose SERGUI, an
approach for self-eliciting requirements for GUI prototyping
by the users using an automated assistant. Users input natural
language requirements for an intended GUI, and SERGUI
retrieves and ranks relevant options from a large repository
using a SentenceBERT-based ranking model. In addition, it
uses GPT-4 to proactively provide suggestions of relevant
requirements according to the GUI context and the user’s
initial requirements. For persona generation, Zhang et al. [47]
presents PersonaGen, a tool that generates persona templates
using GPT-4 to process user data and a knowledge graph to
define connections between the personas’ attributes for RE in
the context of agile software development. Bano et al. [48]
describe a vision framework that uses AI-generated personas
to operationalize diversity and inclusion in the requirements
elicitation process for AI systems. It includes the creation of
a repository with diverse and multi-dimensional user data, a
user interface to specify the personas integrated with LLMs to
enhance them with additional diversity aspects, and generated
chat interviews and user stories to validate them.

Yet, previous work showed that there is still the risk that
the generated personas are stereotyped or biased, as LLMs
only work with trained and presumably biased data. A study
conducted by Cheng et al. [49] shows that personas generated
by GPT, both 3.5 and 4, introduced higher rates of racial
stereotypes than human-created ones using the same prompt
description. Lazik et al. [28] compared whether users could
distinguish generated personas from human-created personas
and asked their participants to rate the personas by using
quality metrics established by Salminen et al. [50]. The authors
pointed out a threat to quality that is introduced by the
generated personas performing better compared to human-
created personas by novices regarding quality metrics such as
clarity or informativeness. While the generated personas seem
to have a good quality on the surface level, the generated
personas were reported to be more stereotypical and overly
positive compared to the human-created ones. Thus, especially
novice users without a deep, trained experience in persona



creation may be threatened by the introduced confirmation
bias.

Therefore, we see the potential of large language models to
support requirements engineering. At the same time, a huge
pitfall is introduced through biases in both LLMs and their
users. As a result, the literature reveals a research gap that this
study seeks to address through a user study involving general
users and their interactions with an LLM to generate personas
intended to be diverse.

III. METHODOLOGY

Based on related work, the following research questions
guided the research in our work:

RQ1: To what extent do users include diversity aspects into
persona generation through LLMs?

RQ2: To what extent do LLMs consider diversity aspects in
persona generation?

These research questions aim to explore both sides of
including diversity while generating personas, the side of the
human user, and the capabilities of the LLM that reacts to the
user’s input.

A. User Study

We designed a within-subjects questionnaire to answer the
research questions. The study focused on qualitatively analyz-
ing both the prompting behavior of users and the generated
output. Since LLMs are promoted as a tool to assist users
lacking expertise in requirements engineering with require-
ment gathering [51], we conducted the study with participants
mainly unfamiliar with persona creation.

a) Participants: We recruited 22 participants (10 self-
identified as female, 12 self-identified as male) via the crowd-
worker platform Prolific4. The participants were aged between
22 and 63 (x̄ = 35.23, s = 11.01). Participants self-reported
having different expertise with LLMs by answering a question
with one of the corresponding expertise levels (seven novices,
six advanced beginners, four competent, two proficient, and
three experts) and ChatGPT (six novices, four advanced be-
ginners, seven competent, one proficient, and four experts).
Regarding persona creation, the participants mostly reported
themselves as novices, with some having more expertise
(13 novices, three advanced beginners, five competent, zero
proficient, and one expert). While the participant group does
not generalize to experts designing personas, we argue that
non-experts are especially endangered by the threats to quality
if they use LLMs instead of consulting expert designers [28].
Participants ranked the importance of diversity to them on
a 5-point Likert scale5. The answers ranged from Neutral to
Strongly agree, with a median of 4.0 (Agree), indicating that
most participants think diversity is important to them. The par-
ticipants also ranked the importance of diversity in the context
of persona generation. With answers ranging from Neutral to

4https://www.prolific.com last accessed on 2025-07-02
51: Strongly Disagree, 2: Disagree, 3: Neutral, 4: Agree, and 5: Strongly

Agree.

Strongly Agree and a median of 4.0 (Agree), participants also
agreed on the importance of diversity in the context of persona
generation. An explorative analysis of definitions of diversity
from the participants revealed that the participants defined
diversity either as differences regarding concrete aspects such
as ethnicity, gender, age, etc., or differences in a general
perspective. Some participants described the representation of
underrepresented groups as an important part of diversity. A
few participants were not able to define diversity. To assess the
AI literacy of our participants, we employed the “Scale for the
assessment of non-experts’ AI literacy” [52]. The participants
responded to three key areas: Practical Application, Technical
Understanding, and Critical Appraisal. In sum, the median of
the participants’ ratings resulted in a score of 64.52%.

b) Task: The study consisted of two main tasks. For
both tasks, we introduced one scenario to the participants.
The participants were responsible for creating personas that
represented different target groups. To provide a context that
can be used by many different people and is easy to relate to
for participants, we provided the context of developing a chat
app. After the participants received all the important context
information, we asked them to perform the first task. The
first task was to use our generative AI interface to create 5
personas. This task aimed to capture the general prompting
behavior of the participants for creating personas, opening
the potential to see how they prompt without being explicitly
asked for diversity. Nevertheless, we were also interested in the
prompting behavior of participants, aiming to include as much
diversity as possible. Thus, our second task was to create
another set of 5 personas, but they have to ensure that the
personas align with their definition of diversity.

c) Measurements: This study explores both the prompt-
ing behavior and the output of users collaborating with AI
to generate personas. Therefore, we collected all the chat
dialogues of all participants for both tasks. The goal was to
capture the prompting strategies of users, the diversity aspects
they prompt, the actual diversity in the created persona set,
and the persona structure. Additionally, we rated three aspects
from related literature that were reported to be conflicting
with diversity. Those three aspects were the positivity of
the personas, stereotypicality, and the field of occupation.
Furthermore, we collected the definition of diversity from the
users and whether they think that diversity is important both
in general and in the context of personas.

d) Procedure: The study was conducted online via Pro-
lific and created using LimeSurvey6, hosted by our research
institute. To begin, participants received an introduction ex-
plaining the purpose of personas along with an example.
Furthermore, it was declared that ChatGPT is used through
a generative AI interface that we provided to ensure that all
participants use the same version. ChatGPT was integrated
with the version ’gpt-4o-2024-11-20’ via an API. Participants
then gave their informed consent and chose a pseudonym that
could be used to request data deletion.

6https://www.limesurvey.org/de last accessed on 2025-07-02



To improve participants’ understanding, they were presented
with a concrete scenario. It described the creation of personas
for a fictitious smartphone chat app called “Chatter” which
is designed for a broad target group and offers simple, user-
friendly communication. In this regard, the participants an-
swered an attention question to ensure that they were aware
that the personas would be created for the chat app to reflect
the needs of different user groups.

The tasks described in Section III-A0b were presented
one after the other. For this, the link and password to the
interface were provided. In the interface, the participants first
generated the personas for the corresponding task. Afterward,
they created an HTML file of their chat history, which was
then uploaded.

Finally, we collected demographic data, including age, oc-
cupation, the highest level of education, self-identified gender,
and the unique Prolific ID. Furthermore, information that
described the individual experience with LLMs, ChatGPT, and
the creation of personas was collected from the participants.
They were also asked to rate their agreement with the state-
ment, “Diversity is important for persona creation.” Lastly,
a scale was included to assess the AI competence of the
participants.

e) Apparatus: To ensure the same conditions during the
study, a generative AI interface was developed using the
ChatGPT API from OpenAI7, hosted on Hugging Face8. The
latest version of the GPT-4o model was used at the time the
study was conducted (version ’gpt-4o-2024-11-20’), accessed
as an API9. GPT-4o has a knowledge base up to October
1, 2023, and is capable of processing text and images as
input and generating text responses as output. By using the
API through our own interface implementation, we ensured
that everyone experienced the same interface with the same
version of GPT. To make the API accessible, the open-source
Python framework Gradio10 was used, as it offers a simple
implementation and the possibility to customize and directly
connect to the API. Furthermore, Gradio enables parallel use
of the interface through session management. This prevents
the data from being mixed by several users.

The interface includes a login screen where a password
must be entered to ensure that authorized participants can only
use it. This password was given to the participants during the
study. The central part was the chat interface, where prompts
were entered and generated responses were returned. It is
similar to other chatbots, such as ChatGPT. Moreover, it was
necessary to implement a download function to conduct the
study. This function allows the download of the chat history
as an HTML file after specifying the executed task and the
unique Prolific ID. By using the Prolific ID, it was later
possible to assign the files to the participants. The framework
developed with Gradio was then hosted on Hugging Face to

7https://openai.com last accessed on 2025-07-02
8https://huggingface.co last accessed on 2025-07-02
9https://platform.openai.com/docs/models/gpt-4o last accessed on 2025-07-

02
10https://www.gradio.app last accessed on 2025-07-02

make it permanently available to participants. Hugging Face
provides free hosting, and participants only need the link
instead of an installation or registration. This setup ensures
that all participants in every time zone use the same version
of ChatGPT and the same interface with identical information.

IV. RESULTS

We thematically analyzed the data to evaluate the chat
protocols of the participants with ChatGPT. Thematic Anal-
ysis, as described by Blandford et al. [53], was the most
suitable analysis choice. This choice of an analysis paradigm
is highly interpretive and often practiced in the HCI field. We
conducted an initial coding round where one coder open-coded
the prompts and output data from all participants. We used
an inductive coding strategy to obtain an initial set of codes
to construct coding trees. We then held a code adjustment
session with four researchers, where we discussed an initial
coding tree and distributed all data to all coders. Based on this
process, we derived four themes.

The data of the results, accompanied by all of the collected
chat protocols, can be found as supplementary material11.

a) Prompting Strategy: As presented in Table III, the
prompting approaches in our study can be described by two
strategies targeting different numbers of personas. Participants
either generated personas by just one prompt in a one-shot
approach or created personas over multiple iterations in a
conversation with the interface. Those prompts either targeted
all of the personas simultaneously, prompting the interface to
adjust the whole set of personas, or targeted a subset of the per-
sonas specifically. In both tasks, a major part of the participants
chose a one-shot prompting approach targeting all personas
simultaneously. Nevertheless, the number of participants who
prompted the interface iteratively was slightly higher in the
second task. Furthermore, prompts that address all personas
at once had the highest count overall.

b) Prompt Content: For the content of the users’ prompts
in our study, we identified four main aspects: Task-oriented
aspects, diversity-focused content, content regarding personal
details of the personas, and content that regards structural
aspects of the personas. Content that related the personas to the
task of developing a chat app was labeled as “Task content.”
Consequently, participants often related their prompts to the
chat app in both tasks. Only some participants related their
prompts to the task in the first task and dropped them during
the second task. None of them only prompted task-related
content in the second task without already doing that in the
first one. Whenever a participant mentioned that the personas
should include certain attributes, we labeled the prompt con-
tent as containing “structural content”. This structural content
often appears to be in prompts that also include the mention of
diversity or aspects labeled as “diversity content”. Participants
sometimes specified concrete details for the personas, such as
a certain age or gender, which we labeled “personal details.”
These labels enabled us to see how participants approached the

11www.doi.org/10.6084/m9.figshare.28573244



TABLE I: The Diversity aspects and their explanation that were used in our coding.

Diversity Aspect Explanation

Age Differences in chronological age and generational perspectives.
Gender The spectrum of gender identities, including male, female, non-binary, and more. In

this study, we labeled both a binary diversity and a non-binary diversity.
Ethnicity Racial identity, implying tradition and cultural heritage.
Neurodiversity Variation in cognitive functioning, including conditions like autism, ADHD, and

dyslexia.
Personality Different personality traits that affect behavior and interaction styles.
Occupation The diverse range of professions and industries people work in.
Interests Variations in hobbies, passions, and recreational activities.
Motivation Differences in what drives individuals, such as achievement, affiliation, or purpose.
Religion Different faiths, and spiritual beliefs.
Location Geographic differences, including urban, rural, and international settings. The described

current location of a person.
Sexual Orientation The spectrum of sexual identities, including heterosexual, homosexual, bisexual, and

more.
Attitude to Technology Comfort and proficiency with digital tools and technological advancements.
Appearance Physical characteristics, including body shape, height, and unique features.
Family Status Variations in family structure, including single parents, extended families, and childfree

individuals.
Abilities Differences in physical and cognitive abilities, including disabilities and talents.
Language Linguistic diversity, including multilingualism and regional dialects.
Socio-economical background Economic and social class differences, including income levels and access to resources.
Country of Origin The nation or cultural background a person comes from.
Culture Shared customs, traditions, values, and social behaviors of different groups.

TABLE II: Persona attributes and their explanation.

Persona Attribute Explanation

Name The name of the persona.
Age The persona’s age.
Gender The gender assigned to the persona, including pronouns related to a certain gender

identity.
Occupation The current occupation of the persona.
Background Background information of the persona.
Skills Specific skills pointed out in the persona description.
Motivation The described ideals, purposes, or achievements that drive the persona in their life.
Strategies The strategies a persona tends to apply to achieve their goal. This is highly related to

motivation.
Personality The described personality of the persona.
Attitude to Technology The described comfort and proficiency of the persona with technology in general.
Task-related Attributes Any explicit descriptions related to the task of the study of developing a chat app called

“Chatter”

TABLE III: Prompting Strategies used by participants com-
pared between task 1 and task 2. Participants sometimes used
combination of multiple strategies for the same task.

Prompting Strategy Task 1 Task 2

All Personas one-shot 11 8
All Personas iterative 6 10
Per Persona one-shot 6 4
Per Persona iterative 2 2
Multiple Personas one-shot 1 2

task. We saw that the amount of diverse content in the prompts
increased in Task 2 compared to the first task. However, many
participants already mentioned diversity aspects in Task 1.
We also saw that part of our participants’ prompts contained
personal details and diversity aspects, showing that those
participants prompted specific details. While the number of
personal details was lower for the second task, the presence
of such details implicitly suggests that participants decided

that the personas should have those specific values for the
corresponding diversity aspects.

c) Diversity Aspects in Prompts: We coded the diversity
aspects in the participants’ prompts, inductively building the
labeling scheme while analyzing the data. Whenever one of
the four researchers in our group found a diversity aspect in a
prompt that was not represented by the existing labels at that
moment, they added an appropriate label. We merged the label
pool from both the diversity aspects in the prompts and the
represented diversity labels in the resulting personas, enabling
a direct comparison of present labels in both categories. The
total set of labels is shown in Table I. Note that diversity has
multiple dimensions that need awareness to be noted, thus
this list was developed to the best knowledge of the four
investigating researchers in our group.

d) Diversity in Personas: To compare the diversity of
generated personas with the corresponding prompts by the
participants, we used the labels from Table I. We decided only



to consider the last generated personas in a chat protocol since
we expect that participants who used an iterative prompting
strategy intended the last five personas as their final output.
The labels were only applied if all four coding researchers
agreed that the personas were diverse regarding the corre-
sponding aspect. Thus, the label “age” was only given if all
of our researchers thought that the range of the given ages of
the personas differed in a diverse enough fashion. A diverse
age range would be, for example, a rather young persona, a
rather old persona, and personas with an age in between. If
these circumstances were given, the label was applied. We
noticed that the LLM often generated personas that were
gender diverse only on the binary spectrum whenever being
prompted to be diverse regarding gender. Furthermore, the
LLM generated multiple sets of personas that were described
over the entire set as being located in the United States of
America.

e) Persona Structures: To investigate the structural pat-
terns of the personas, we added a binary check to our coding
scheme to determine whether a certain persona attribute was
present in the structure of the personas. Additionally, we
captured whether an attribute was not part of the specific
persona attributes but was still mentioned in the descriptions.
Furthermore, we recorded if the structure of personas differed
in a set. The attributes in our coding scheme, shown in Table II
were taken from a related study that systematically generated
personas with an LLM [28]. The coded data suggests that
the structure between all generated personas in the study
varied a lot. However, certain aspects like the name, the age,
the occupation, and the gender were frequently mentioned in
the structure of the personas. We noticed that prompts that
contained structural aspects were translated to personas that
mentioned the attributes from the structural aspect as a heading
in the persona. The structure within a set of personas varied
more frequently if the participant prompted iteratively, adding
aspects and structural details only to later personas. We noticed
that the LLM often mentioned the same archetypes, such as
“The social butterfly” or “The Gen-Z Gamer”. Furthermore,
the LLM was creating personas with the names “Alex”,
“Jordan” or “Elliot” often in combination with gender-neutral
pronouns or explicitly mentioned non-binary gender. The LLM
created multiple times personas with the name “Raj”. This
name was directly associated with Indian ethnicity if ethnicity
was present as an aspect.

f) Positivity, Stereotypes, and Fields of Occupation: In
the aforementioned study [28], it was noticed that generated
personas tend to be overly positive, often reflect stereotypes,
and represent homogeneous occupation fields. The authors
mentioned that the generated personas describe unrealistically
successful beings without flaws or struggles in their lives. The
generated personas in their study were rated as stereotypical,
and all personas had job descriptions for corporate-oriented
jobs, such as sales managers or CEOs. To investigate whether
we can reproduce this insight, we decided to collect the
information in the coding as well. We used a 5-point rating
for the three aspects to analyze those aspects from the related

literature. If five out of five personas were perceived as overly
positive, the coding researchers would assign a score of five.
We calculated the mean values of all ratings between the
coding researchers per persona set.

A. Quantitative Analysis

We quantitatively analyze the code frequencies to obtain
insights regarding the diversity aspects. First, we analyze the
numerical differences between the diversity aspects included in
Task 1 and Task 2. Furthermore, we analyze how well LLMs
take over the prompted diversity aspects in the persona de-
scriptions. Then, we correlate the importance of self-perceived
importance of diversity in general and regarding personas with
the number of diversity aspects coded in the prompts and the
generated output.

a) Frequency of Diversity Aspects Between Tasks: We
statistically analyze the number of diversity aspects for Task
1 and Task 2, respectively, for the number of diversity aspects
for each prompt and resulting persona before and after priming
our participants to consider diversity aspects. The subsequent
analysis shows how users change their prompting behavior
and how the resulting personas are affected by it in terms of
diversity. Figure 1 illustrates the difference in prompting and
generation behavior between Task 1 and Task 2.

We begin to analyze the prompting behavior. Our results
show that participants included x̄ = 2.36 (s = 2.42) diversity
aspects for Task 1 and x̄ = 3.41 (s = 2.74) diversity aspects
for Task 2. We calculated the total number of diversity aspects
for each participant included in their prompt. We applied a
Shapiro-Wilk test, which showed that the diverse aspects are
generally not distributed between both tasks, p < .05. We
executed a Wilcoxon-Signed rank test, revealing a significant
effect between both tasks (V = 0.0, p = .001).

Then, we analyzed the diverse aspects of the resulting
personas. Our results show that the generated personas include
x̄ = 4.77 (s = 1.45) for Task 1 and x̄ = 6.36 (s = 1.79) for
Task 2 in average. For statistical comparison, we calculated
the total number of diverse aspects for each persona and each
task. A Shapiro-Wilk test revealed a deviation from normality
(p < .05). A Wilcoxon-Signed rank test showed a significant
difference between tasks (V = 0.0, p < .001).

b) Translating Diversity Aspects from Prompts into Per-
sonas: Next, we analyzed how many coded diversity aspects
were taken over from the prompts to the generated persona
for each task and each participant. Instead of providing an
overall holistic view of the number of diversity aspects for
prompts and personas, we analyze how many diversity aspects
were provided by each participant, how diversity aspects were
treated by the LLMs, and how well the diversity aspects
overlapped in the generated output from the used prompt.

For Task 1, we found that participants included in average
x̄ = 1.95 (s = 2.70) diversity aspects into their prompts.
The LLM included in average x̄ = 4.77 (s = 1.45) diversity
aspects, showing that LLM-generated personas start to include
more diversity aspects than in the original prompt. However,
we found only an overlap of x̄ = 1.55 (s = 2.13) diversity
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Fig. 1: Differences in prompting behavior between Task 1 and Task 2. (a): Participants are more likely to consider diversity
aspects when being made aware of them. (b): LLMs generate personas, including more diversity aspects when explicitly
mentioning them in the prompts. The bar denotes the median. Asterisks illustrate a significant difference.

Fig. 2: Generated Personas from the chat protocol of P44 for Task 2.



aspects that were originally included in the prompt. This
means the LLM adds additional diversity aspects while only
considering a subset of those originally asked for. Priming
the participants by considering diversity aspects resulted in an
average increase to x̄ = 3.32 (s = 2.83) in the prompts and to
x̄ = 6.36 (s = 1.79) in the generated personas. The number
of persona aspects that were taken over from the prompts
to the persona generation increased on average to x̄ = 2.14
(s = 2.36). Although participants explicitly mention diversity
aspects in their prompts, many of them do not include the
aspects they asked for in their original prompts.

c) Positivity: We analyze the raters’ positivity ratings for
each participant since generated personas are prone to be more
positive [28]. The rating ranged from zero to five, where zero
denoted a neutral persona and five an overly positive persona.
On average, the raters rated the positivity x̄ = 2.98 (s = 1.27)
for Task 1 and x̄ = 3.30 (s = 0.95) for Task 2. Since the
ratings are ordinal data, we conducted a Wilcoxon-Signed rank
test that revealed no significant effect (V = 70.0, p = .31).

d) Stereotypicality: The raters analyzed the stereotyp-
icality of each participant. The rating ranged from zero to
five, where zero denoted a neutral persona and five an overly
stereotypical persona. On average, the raters rated the stereo-
typicality x̄ = 2.73 (s = 0.81) for Task 1 and x̄ = 2.00
(s = 0.90) for Task 2. Again, we conducted a Wilcoxon-
Signed rank test, revealing a significant effect between both
tasks (V = 44.5, p = .013).

V. THREATS TO VALIDITY

A. Threats to Internal Validity

The biggest threat to the validity of this study is the selection
bias that comes with recruiting participants from a crowd-
working platform such as Prolific. To ensure the quality of
the recorded data, we used an additional question in the
survey to confirm whether the participants understood the
task. Additionally, we used the rejection system of Prolific
to sort out data that is of bad quality according to the
Prolific guidelines. Furthermore, we set the screening setting
of Prolific to only recruit participants with a 95% acceptance
rate. To ensure the internal validity of the survey itself, we
have run several pilot studies before. First, the survey must
be understood so that participants can understand the task.
Second, the GPT interface must run without technical issues
during the study.

B. Threats to Construct Validity

Qualitative analyses like the one presented in this study
come with the threat to construct validity introduced by the
coding labels. In our study, all labels were developed by
four researchers, who individually analyzed the data and then
agreed on the labels with the other researchers. The diversity
dimensions especially come with the need for awareness to
be seen. Thus, there might be diversity aspects that were not
covered in our analysis. We made the data available in our
supplementary material to enable other researchers in the com-
munity to analyze it themselves. Deciding whether a certain

diversity aspect is represented diversely is a debatable question
that comes with rather fuzzy lines. To protect ourselves against
this threat to construct validity, the four researchers met several
times to discuss and agree on the labeling. Making the data
as consistent as possible to the best of our knowledge.

C. Threats to External Validity

The versioning of ChatGPT mainly introduces the threat to
external validity in this study. In our study, we used the version
gpt-4o-2024-11-20. The output of GPT can differ from our
results with upcoming updates, especially if there are major
updates, such as the one from GPT 3.5 to GPT 4o. Neverthe-
less, our data regarding aspects not tied to a specific output is
discussed. This work discusses how users approach diversity in
generated personas and how LLMs can help gain more diver-
sity. Those insights are not directly related only to the output
of GPT. The focus is on more general design implications for a
general approach to generating diverse personas using LLMs.
Furthermore, personas are usually designed specifically for a
certain use case and thus need to express requirements tied to
the system under development. Therefore, an external threat
to validity comes with the question of whether only certain
dimensions of diversity are necessary for specific systems. We
argue that awareness of the need for specific system-relevant
requirements a priori is complicated. Thus, trying to diversify
the user/persona pool can always support becoming aware of
more potential requirements. Additionally, this study does not
generalize to the process of experts designing personas. Our
participants were mainly novices to persona design. However,
the rise of LLMs and the growing number of publications
on persona generation endangers especially those who are
aware of the concept of personas and want a cheap and fast
way to acquire them. Especially with the confirmation bias of
generated personas that read well [28], novice users might be
more likely to directly use the generated personas, introducing
biases and reducing diversity in their persona pool.

VI. DISCUSSION

RQ1: To what extent do users include diversity aspects into
persona generation through LLMs?

Our first research question aims to analyze the prompting
behavior of users when generating personas; we first investi-
gated the general prompting behavior of participants without
any external indication of necessary diversity and explicitly
asked for diverse personas in the second task.

The results presented in Section IV showed that the partic-
ipants had significantly more diverse aspects in their prompts
in Task 2 than in Task 1. Therefore, users actively try to
include more diversity when pointed out to do so. We did not
measure any significant differences in the presence of diversity
aspects between the different answers of the participants on the
Likert scale questions about the importance of diversity. All
the participants answered with at least “Neutral” but mostly
more positive, indicating that the participants all thought that
diversity is important. Thus, the effect of the rated importance
of diversity might be measurable if participants who disagree



TABLE IV: Prompt concepts for generating diverse personas.

Goal Prompt Content Example Prompt

Broader Range of Diver-
sity

Do not restrict to a limited set of diversity aspects.
GPT can add more diverse aspects if there is no
restriction to certain aspects. Words such as different
can lead to extra diversity

”Generate a set of personas that is as different as
possible. Include diversity in aspects such as gender,
age, and ethnicity, but consider as many aspects as
possible.”

More explicitly focus on
diversity aspects

Tell the LLM that the diversity aspects you want
to be pointed out are attributes of the personas. Do
not tell the LLM to only include that aspect to the
personas.

”The generated personas should have gender as an
attribute.”

Less overly positive per-
sonas

Tell the LLM to include struggles, flaws, or pain
points.

”Each persona should describe their flaws and how
they struggle in their everyday life.”

Less stereotypical
personas

Provide context for the personas, and add informa-
tion in the prompt that helps the LLM to generate
personas for your use case. Do not just ask for
personas. The more specific the prompt, the less
generic the personas are.

”Generate five personas for a chat app that represent
diverse user requirements.”

More complex diversity Explicitly mention the more complex diversity. GPT
tends to generate only binary gender-diverse per-
sonas.

”Ensure that the gender diversity is not only binary
diverse.”

Personas with rich content Tell the LLM to flesh out the content of the personas.
GPT tends to create short persona descriptions that
are not necessarily helpful for development. Addi-
tional attributes can help to steer the focus of the
information.

”Use the persona descriptions you provided before
to create more complex personas with more in-
formation. The personas should contain additional
attributes such as Motivation and Strategies, Skills,
Details, and Background.”

with diversity being important are represented in such a study.
Furthermore, we could not measure a significant effect of the
definitions of diversity being either about concrete aspects or
more abstract. In the study, a group of participants decided to
prompt for concrete aspects without a clear relation to their
definitions. We see potential that users should be pointed out
to prompt diverse personas, no matter how they value or define
diversity.

Based on our coding of the prompts, we saw that the
number of prompts that specify concrete details of personas
was reduced from Task 1 to Task 2. Whenever participants
prompt specific details regarding diversity aspects, such as
concrete ages for personas, they directly define a part of
the output of the LLM. Therefore, prompting direct details
may influence the actual diversity in the output accordingly.
Additionally, the most frequently employed prompting strategy
was mainly targeting all personas but shifted from a focus
on one-shot prompts to a more iterative style between tasks
one and two. It seems that asking participants to focus on a
quality aspect, like diversity, motivated them to make sure they
completed the task correctly.

RQ2: To what extent do LLMs consider diversity aspects in
persona generation?

Our second research question aims to investigate how the
LLM translates the prompts from the participants to sets of
personas. The results presented in Section IV showed that
the LLM does add diversity aspects to the output that were
not mentioned in the prompt. However, we also showed that
the diversity aspects that were mentioned in the prompts did
not necessarily translate to the corresponding diversity in the
persona. We noticed that some participants defined details
regarding diversity aspects that directly defined the output of
the LLM. Participant 36, for example, prompted the personas

with fixed ages from 35 to 48 years. The resulting personas
did, therefore, not include younger and older individuals,
which made our researchers decide not to assign age as a
diverse aspect of the personas. The LLM mostly added diver-
sity aspects if it was prompted with a bit of interpretational
freedom:

“create 5 persons that align with my view of diver-
sity, which is people who are as different from each
other as possible” (P44)

Thus, it is necessary to keep this interpretational freedom
in prompts to ensure that the full potential of the LLM can
be used to enrich the diversity in a generated set of personas.
Especially considering the fact that users did not include as
many diversity aspects when not being specifically asked to
do so.

The structural analysis of the final generated personas
suggests that structural aspects in prompts that ask for specific
attributes to be part of the personas’ structure lead to the
attributes being specifically pointed out in the persona by
being mentioned as a heading in the persona description. Thus,
LLMs specifically point out aspects that are prompted to
be part of the structure, enabling a possibility to point out
the presence of specific aspects.

We could not report significant differences between the two
tasks regarding overly positive personas. However, we noticed
that the persona sets were ranked with an average of 3 out
of 5 personas that were perceived as overly positive. This
suggests that the generated personas were frequently overly
positive, as shown in a previous study [28]. Overly positive
descriptions lead to personas that do not describe individuals
with challenges or struggles. We noticed that the number of
overly positive personas in a set was lower whenever the
descriptions contained aspects such as “Challenges”, “Flaws”,



or “Struggles”. Specific challenges must be pointed out to
elicit more requirements from the represented diversity as-
pects. Such challenges affect the potential implications for
the development of software. Thus, designers should avoid
generating personas that only mention diverse aspects without
revealing why those aspects matter. Therefore, LLMs should
be prompted to include challenges, flaws, and struggles to
avoid sets of overly positive personas.

The results regarding the stereotypicality of the personas
show that the personas prompted in the second task in-
cluded fewer stereotypical personas. The LLM generates more
generic personas whenever the prompt does not specify
a lot of context, such as the task the personas are needed
for or the diversity aspects the personas should contain.
Additionally, the LLM in our study replicated some archetypes
frequently and reused specific names in combination with cer-
tain diversity aspects. However, those repeating patterns were
not perceived as stereotypical whenever the overall persona
description contained information that gave the personas more
individual appeal. This shows a positive effect of asking the
participants to ensure diversity.

We noticed that the LLM often generated sets of personas
that were only binary diverse when being prompted to be
gender diverse. Since gender diversity can also refer to a non-
binary spectrum that includes more than two self-identified
genders, users should specifically prompt to have much
more complex diversities. Accordingly, users lose this com-
plexity when relying only on the LLM. A similar effect was
reported in the results regarding the described location of a
persona. In the study, most of the personas that specified
where an individual lives were located in the United States
of America, showing a diversity aspect being mentioned in
the descriptions, but not diverse in its values.

Overall, we noticed that the personas with many diversity
aspects did not necessarily contain much information sup-
porting requirement elicitation. Personas generated by P44
in the second task were assigned many different aspects.
Unfortunately, the personas only named the aspects and did
not provide any information that explained the implications of
the diverse aspects, as shown in Figure 2. We are confident
that such rather short personas can serve as input for
another prompt to the LLM that asks for more fleshed-out
personas, based on the diversity aspects in the short personas.
However, just listing diverse demographic information does
not provide the substantial information that is necessary for
more diverse requirements. Thus, we argue that AI-based gen-
eration of personas still needs a better understanding of how
to reflect meaningful diversity for requirements engineering.

To summarize the main insights from this discussion, we
created Table IV showing potential goals for persona genera-
tion, the necessary prompt content, and prompt examples that
might support users when generating personas with an LLM.

VII. CONCLUSION AND FUTURE WORK

This work investigated the diversity in persona generation
with large language models. In a user study, we asked partici-

pants to generate a set of personas. We first did not introduce
any importance of diversity, and later asked the participants
explicitly to ensure diversity in the personas. The presented
study shows that users include more diversity aspects if they
are explicitly asked to ensure diversity. Combined with the
ability of ChatGPT to add more diversity aspects if the
prompts allow for such freedom, we conclude that LLMs
can help to find more inspiration for including more diversity
aspects. Especially novice users who might not be aware of
certain diversity dimensions can be supported or even pointed
out to more aspects. To support these users, this work provides
example prompting techniques based on our findings. Nev-
ertheless, diversity is essential because representing different
groups should include their needs, struggles, and pain points,
which directly affect their requirements. However, the most
diverse personas in this study lacked meaningful implications
for the diversity they presented. Such personas could mislead
novice users who focus on whether certain attributes are
included rather than analyzing their deeper impact. This leads
to fake diverse personas that harm the quality of the require-
ment engineering processes. Future work should investigate if
LLMs can use the personas above with their diverse attributes
to create fully fleshed-out personas realistically representing
the underrepresented. Furthermore, we used ChatGPT in this
study. The rise of other competing LLMs motivates future
replication studies that employ such other LLMs and compare
the results with the findings from this work.
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