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Figure 1: Deceptive designs in interactive webpages created by ChatGPT. 

Abstract 
With the recent advancements in Large Language Models (LLMs), 
web developers increasingly apply their code-generation capabil-
ities to website design. However, since these models are trained 
on existing designerly knowledge, they may inadvertently repli-
cate bad or even illegal practices, especially deceptive designs (DD). 
This paper examines whether users can accidentally create DD 
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for a fictitious webshop using GPT-4. We recruited 20 participants, 
asking them to use ChatGPT to generate functionalities (product 
overview or checkout) and then modify these using neutral prompts 
to meet a business goal (e.g., “increase the likelihood of us selling 
our product”). We found that all 20 generated websites contained 
at least one DD pattern (mean: 5, max: 9), with GPT-4 providing 
no warnings. When reflecting on the designs, only 4 participants 
expressed concerns, while most considered the outcomes satisfac-
tory and not morally problematic, despite the potential ethical and 
legal implications for end-users and those adopting ChatGPT’s 
recommendations. 

CCS Concepts 
• Human-centered computing → Human computer interac-
tion (HCI); Interaction design. 
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1 Introduction 
Large Language Models (LLMs), such as ChatGPT, Gemini, Llama, 
or Claude, are powerful tools for solving complex and creative 
tasks, answering rich-layered questions, and supporting software 
development through natural text input (i.e., prompts) [25]. LLMs 
are trained on existing data, with their generated output essen-
tially being a reconfiguration of pre-existing artifacts and concepts. 
Much like the concept of precedent-based design – a widely rec-
ognized approach in design theory that involves reusing previous 
design solutions for similar or identical challenges [13] – LLMs 
have the potential to disseminate design knowledge by recreating 
and reproducing established ideas. 

However, this becomes particularly challenging when design 
knowledge is derived from examples incorporating deceptive design 
(DD) practices or patterns. DD patterns1 describe “design practices 
that materially distort or impair [...] the ability of recipients of [a] 
service to make autonomous and informed choices or decisions” [14]. 
Such practices can be implemented knowingly or unknowingly 
(e.g., when existing designs are replicated or adapted) [14] and are 
frequently found on e-commerce websites [34]. As a result, LLMs 
trained on web pages and online knowledge about DD practices 
and patterns including their underlying psychological levers may 
reproduce, remix, and even propagate respective design solutions. 

Accordingly, we need to assess the extent to which ChatGPT 
may push for the adoption of DDs without disclosure to the LLM 
user. We base our research on a fictitious shoe-selling company 
that wants to increase its sales. We recruited 20 participants to 
generate interactive product overviews or check-out webpages 
incorporating HTML, CSS, and JavaScript with ChatGPT as the 
market leading chatbot based on a LLM2 . To not lead the model 
to incorporate deceptive designs, our participants used neutral 
language in their prompts, such as “increase the likelihood of people 
signing up to our newsletter” or “we need to get more people to buy our 
product.” Throughout our study, each participant generated three 
single-page HTML files with the help of ChatGPT and shared the 
complete chat history of the overall interaction. We further assessed 
our participants’ satisfaction, perceived ownership of the resulting 
design, perceived responsibility, and the morality of the resulting 
user interfaces. In an additional preliminary cross-validation study 
in which we prompted the LLMs Gemini 1.5 Flash and Claude 
3.5 Sonnet, we investigated the potential generalizability of our 
findings. 

1We use DD patterns interchangeably with dark patterns and dark design patterns. 
2In December 2023, OpenAI held 39% of the generative AI and models market share 
according to https://iot-analytics.com/leading-generative-ai-companies/ 

When analyzing the prompts, the respective responses, and the 
corresponding HTML files in a co-coding process with four authors, 
we found that each of the generated, functional, and interactive in-
terfaces contained at least one DD pattern as defined by Gray et al.’s 
ontology [20], with a mean of 5 and a maximum of 9 DD patterns per 
generated HTML file. The most dominant category were patterns 
utilizing the strategies Interface Interference and Social Engineering 
[20]. When we assessed the prompts and respective responses, we 
found that ChatGPT grounds its proposals in mechanisms based on 
pressure (e.g., urgency, scarcity), psychosocial factors (e.g., social 
proof, persuasion), perception (e.g., attention, prominence), and 
economic incentives. Alarmingly, ChatGPT only voiced a single 
disclaimer in one instance of our datasets but never pointed to-
wards warnings or concerns regarding the proposed functional 
websites and the included DD patterns that resulted from neutral 
prompts. Further, when asked about satisfaction, our participants 
were satisfied with the ready-to-use interfaces or surprised by how 
well ChatGPT handled the task of generating interactive HTML 
files. Only 4 participants pointed toward the potential issues of fake 
customer reviews or the leading of users when asked directly to 
assess social implications. 

With this paper, we contribute to the ongoing debates about 
ethical and legal responsibility and negative side-effects of LLM 
generated results and their unsupervised application. We specif-
ically focus on DD practices and patterns and how they might 
be distributed based on LLM-generated output even though the 
prompts did not contain pertinent keywords or engaged in prompt-
jailbreaking. Our contribution is fourfold: 1) We demonstrate that 
ChatGPT proposes and generates DP based on neutral prompts, 2) 
we map the DDs ChatGPT ultimately proposes to Gray et al.’s ontol-
ogy [20], and 3) show that ChatGPT does not disclose incorporating 
deceptive designs in a meaningful manner, which could lead to the 
unknowing and unwilling reapplication of such designs through 
designers and developers. Furthermore, web designers and develop-
ers may face not just ethical, but also potential legal consequences 
if they reapply ChatGPT’s design proposals without scrutiny. 4) 
Finally, our findings of a preliminary cross-validation study outline 
that this issue also applies to other competing LLMs and, therefore, 
requires immediate attention. 

2 Related Work 
Previous work extensively investigated deceptive designs and de-
ceptive patterns. At the same time, deceptive designs may prolifer-
ate into LLMs. We summarize relevant research regarding the use 
of DD in interfaces and elaborate on the susceptibility of deceptive 
designs provided by LLMs. 

2.1 Deceptive Design Practices and Patterns 
Honesty in user interface (UI) design can be seen as a continuum 
[7] with purely honest interfaces that focus on the user’s needs 
and goals on the potential expense of business revenue on the 
left, arching over arguably required practices that defy the users’ 
interests but guarantee business viability, and reaching to deceptive 
but still legal aspects on the right extrema, where “steps are taken by 
the business that are unarguably deceptive to users, though carefully 
placed on the right side of the law” [7]. 

https://doi.org/10.1145/3706598.3713083
https://iot-analytics.com/leading-generative-ai-companies/
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Those patterns of DD, previously known as dark patterns [7], 
receive increasing attention from researchers and legislators, and 
a growing number of regulations have been implemented [20] to 
protect users against potentially harmful consequences caused by 
digital platforms and services that incorporate DD into their prod-
ucts. While the latest scientific work increasingly broadens the 
perspective on DD also to cover emerging technologies like aug-
mented and virtual reality [22, 28], robots [30], or socially-acting 
computers that base their behavior on LLMs [2], such practices 
are already widely spread and adopted in more established tech-
nologies and use cases, e.g., e-commerce platforms and webshops 
[34]. Therefore, taking regulatory action is inevitable as research 
indicates that users may fall victim to such practices despite being 
aware of the manipulation [5]. However, due to the wide range 
of DD, their adaptation to other technologies and scenarios, and 
the growing interdisciplinarity of the field, it became increasingly 
complex to describe, analyze and regulate DP [28]. To “support these 
challenges and ongoing conversations by building the foundation for 
a common ontology of dark patterns” [20], Gray et al. combined 
seminal pattern taxonomies and frameworks. Their work proposes 
a three-tier structure consisting of high-level strategies, meso-level 
angles of attack, and low-level implementations [20]. While this 
is an essential step towards reducing the use of DD, the question 
remains how DDs spread. 

In this regard, Mathur et al. [34] analyzed 11,000 shopping web-
sites and estimated that at least 11.1% contain DD patterns. Mathur 
et al.’s findings further suggest that more prominent websites are 
“more likely to feature” [34] DDs. Based on Brignull’s proposal that 
deceptive patterns and practices also spread through Copy Cat de-
sign [8], i.e., designers copy solutions that work well based on a 
website’s success or effectiveness, the prevalence of DD in online 
shops increases the likelihood that these sites act as reference points 
for creating new (e-commerce) websites and designers knowingly 
or unknowingly get inspired by or replicate DD patterns. Conse-
quently, due to the rise and nature of LLMs, their rapid adoption, 
and their frequent use in solving creative tasks (e.g., writing, im-
age generation, coding), they might act as supporters in further 
distributing DD patterns by replicating designs prevalent in their 
training data. This reproduction is problematic if safety mecha-
nisms, e.g., warning users about the potential negative impact of 
proposed solutions or denying service when asked to create DDs as 
answers to prompts, are not in place or can easily be circumvented. 
Therefore, we investigate if LLMs, particularly ChatGPT, do propa-
gate DD and what kind of safety mechanisms, if any, support users 
in deciding if they want to apply such practices. In Section 2.2, we 
summarize the functionality of LLMs and why their existence and 
application spark ethical disputes. Finally, in Section 2.3, we present 
recent work investigating DD patterns and practices combined with 
LLMs. 

2.2 Large Language Models and Their Ethical 
Impact 

LLMs are advanced AI models designed to understand and generate 
human-like text. Popular LLMs, including GPT-3.5 and GPT-4 [27], 
are based on the transformer architecture, which allows them to 

efficiently process and generate text by focusing on the relation-
ships between words in a sequence [48]. LLMs are trained on large 
amounts of text data from the internet. They learn patterns in lan-
guage by predicting the next word in a sentence, which allows them 
to generate coherent and contextually relevant responses. During 
training, LLMs adjust their internal parameters to minimize errors 
in these predictions. The benefits of LLMs include their ability to 
generate detailed, context-aware text and assist in a wide range of 
tasks, from answering questions to creating content. However, they 
also have shortcomings, such as occasionally producing incorrect 
or biased information, lacking proper understanding or reasoning, 
and being sensitive to how questions are phrased. Their knowledge 
is also limited to what they were trained on, and they can not access 
or update information in real-time. Furthermore, LLMs operate on 
a text-only basis from previously seen data, using text as an input 
with limited logical operation modalities. Consequently, LLMs are 
challenged when asked to reason in conversations [31, 52]. 

LLMs brought new ethical challenges. A review by Ray et al. [43] 
explored the origins, development, applications, challenges, and fu-
ture directions of widely available LLMs, such as GPT. The authors 
addressed ethical concerns, biases, and safety issues associated with 
OpenAI’s GPT. Yet, users established erroneous mental models and 
deceptive patterns regarding the risks of using LLMs. For example, 
Zhang et al. [53] analyzed sensitive disclosures in conversations 
with ChatGPT using semi-structured interviews with 19 users to 
understand privacy concerns in LLM-based conversational agents. 
The authors found that users often struggle with balancing privacy, 
utility, and convenience due to misconceptions and system design 
flaws, leading to unintentional sensitive disclosures. Although pop-
ular providers of LLMs included protection mechanisms against 
unintentional harmful prompts, LLMs can still produce harmful out-
put by using the right prompting strategy. This is known as “prompt 
jailbreaking” [32], where users consciously or unconsciously pro-
vide a prompt that circumvents the safety measures for producing 
harmful content. 

The ethical implications regarding the responsible instance of 
the generated output, plagiarism, and ownership have become a 
frequently appearing theme in recent ethics discourses [23, 54]. 
For example, LLMs can form arguments (e.g., textual content) that 
sound plausible and that will be accepted by users more likely [54]. 
Arguments can be formulated in a way that may conceal strong 
opinions or deceptive content. This concept can be translated to 
the generation of deceptive content for users that can go unnoticed. 
Consequently, this concept can be translated to the creation of DD 
patterns. 

In this context, Burgess [9] highlights how design practices in AI 
systems intentionally induce misperceptions of intelligence, leading 
users to attribute capacities to machines that they lack while dimin-
ishing their own sense of agency. This study connects to deceptive 
design patterns in HCI by demonstrating how anthropomorphic 
and opaque interfaces exacerbate misattribution and contribute to 
user dehumanization, revealing critical ethical concerns for future 
design practices. The author suggested to employ “demystification” 
strategies in HCI that prioritize user understanding and mitigate 
harms associated with AI-induced cognitive and emotional distor-
tions. Furthermore, Hagendorff [23] presented a scoping review 
on the ethics of generative artificial intelligence, where the author 
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identified 378 normative issues across 19 topics, showing risks of 
generative models, such as hallucinations, interaction risks, and 
societal impacts. This taxonomy aligns with findings of demystify-
ing generative AI systems by revealing how design practices that 
obscure operational transparency contribute to user misattribu-
tions and ethical concerns such as dehumanization and harmful 
interactions. 

However, who remains responsible for creating harmful and 
deceptive content using LLMs? Besides of prompt jailbreaking, hal-
lucinations, value lock-ins, and training bias [1, 26] may foster the 
production of false and deceptive content. Although researchers ad-
vocate to regulate LLMs [49], there has been scarce research on the 
legal implications of users who knowingly or unbeknownst provide 
deceptive generated content. In summary, LLMs can generate con-
textually relevant text but face challenges such as producing biased 
or incorrect information, ethical concerns related to privacy, and 
the potential misuse of deceptive content, which raises unaddressed 
questions about responsibility and regulation. 

2.3 Deceptive Design Patterns from LLMs 
As previously described, deceptive design and patterns have be-
come a common part of the internet [34, 35]. Consequently, LLMs 
trained on internet data may reproduce or propagate deceptive pat-
terns. However, to the best of our knowledge, no research has been 
conducted regarding the generation or reproduction of deceptive 
patterns through LLMs. 

Initial work has focused on the contents of the OpenAI GPT 
store, a marketplace featuring various customized generative AI 
models. Wolfe and Hiniker [50] examined the potential issues asso-
ciated with the OpenAI GPT Store. The authors argue that these 
models are often anthropomorphized and portrayed as authori-
tative figures, which can mislead users into overestimating the 
expertise of these AI systems. This design decision creates a facade 
of knowledge without sufficient evidence to support the models’ 
actual capabilities or distinctions from base models. To mitigate 
these risks, the authors propose four strategies: transparent disclo-
sure of GPT components, rigorous evaluation of expert GPTs, clear 
labeling of GPTs as tools rather than experts, and emphasizing the 
limitations of these models to prevent potential real-world harm. 

Adding to prior research on detecting deceptive patterns using 
LLMs [36] and models that sensitize researchers towards decep-
tive AI [24], we investigate how LLMs integrate DD patterns and 
practices in their output. Inspired by the research of Mathur et 
al. [34, 35] who analyzed DD patterns on websites, we seek to un-
derstand if ChatGPT as the market leading product, incorporates 
DDs when asked to generate a website and if their incorporation 
in the output is disclosed to users when presenting the answers to 
respective prompts. 

3 Study Design and Analysis 
3.1 Study Procedure 
To obtain the websites that we later analyze for dark patterns, we 
conducted our online study using the Prolific recruitment platform 
(see Section 3.2) and OpenAI’s web version of ChatGPT3 . We asked 

3https://chatgpt.com 

our participants to use ChatGPT Free tier, which runs the model 
version GPT-4o for a limited amount of requests within five hours. 
If the limit is reached, users are prompted and can continue the 
conversation based on the GPT-4o mini version [41]. This down-
grade is negligible in our case, as our pilot study demonstrated that 
the behavior we wanted to observe did not change regardless of 
the model version. Because our goal was to let participants gen-
erate interactive single-page websites based on HTML, CSS, and 
JavaScript and reflect on their interaction with ChatGPT and the 
resulting artifacts, we designed our study in three parts. 

Firstly, we informed our participants about the overall study 
procedure and data handling, asked for their consent, and let them 
provide demographic data (see Table 1). 

Set-up. Secondly, we introduced them to the core part’s setting. 
As the central part of our study, the second part is depicted in 
Figure 2. In this part of the study, we asked our participants to 
solve three tasks, in which they needed to initially generate and 
subsequently adapt website scripts consisting of HTML, JavaScript, 
and CSS. For contextual framing, we created a scenario about a 
fictitious shoe-selling company and their product called “The Schu” 
(a hand-crafted, modern sneaker): 

Scenario. You are hired to support the development of 
our business. We are a small company that sells sneak-
ers of known brands (e.g., Nike, Adidas, Reebok), as 
well as a special shoe model “The Schu” manufactured 
and only sold by us. With your help, we want to in-
crease our sales as well as the promotion of “The Schu” 
combined with an increasing number of customers. 

We wanted our participants to use neutral prompts with minimal 
impact on ChatGPT’s generated responses, defined in 3.3. Therefore, 
we set up some dedicated rules for solving the tasks (e.g., only 
curate ChatGPT’s responses, do not change the generated script 
manually, prompt ChatGPT using your own words – do not copy-
paste the task descriptions). Furthermore, we provided a sample 
interaction and had participants go through a three-step checklist 
to prepare their setup (i.e., creating a free tier account, logging in, 
and preparing a new chat without prior interaction history for the 
upcoming interaction). 

Conditions and Tasks. Our participants were randomly sam-
pled into two conditions we created based on two representative 
scenarios from Mathur et al.’s work investigating deceptive designs 
in online e-commerce webpages [34]: Condition 1 (cProduct) asked 
our participants to create a product catalog presenting “The Schu” 
as well as other brands sold in the fictitious shoe shop (task 1 ↦→ 
Lvl1 HTML) and increase the likelihood of customers preferring 
“The Schu” over other products in two steps (task 2 ↦→ Lvl2 HTML, 
task 3 ↦→ Lvl3 HTML) while ensuring that the generated web page 
could be displayed and interacted with in their browser. In condi-
tion 2 (cSign-up), participants had to create a check-out process that 
includes a newsletter sign-up (task 1 ↦→ Lvl1 HTML). Similarly to 
cProduct, they had to increase the amount of customers signing-up 
to the newsletter over the course of two iterations (task 2 ↦→ Lvl2 
HTML, task 3 ↦→ Lvl3 HTML). After each task iteration, our partici-
pants were asked to upload the generated scripts as HTML-files to a 

https://chatgpt.com
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Figure 2: A schematic visualization of the study procedure of our study’s central part. 

cloud file server, and to provide the complete chat history as a link 
(using the share functionality of OpenAI’s ChatGPT web interface). 

Design Artifact Assessment. Thirdly, after solving the three 
tasks, we recorded our participants’ satisfaction with the interaction. 
We asked them to comment on who they believed to be the ultimate 
creator of the design, who should be held responsible when the 
design is used in practice if it leads to negative effects, and how 
they rate the morality of the final result. 

Finally, our participants reported on their expertise regarding 
ChatGPT, web development, deceptive designs (DD) / deceptive 
patterns (DP), and technology ethics. 

3.2 Participant Recruitment and Data Sampling 
3.2.1 Recruitment Criteria and Process. We recruited our partic-
ipants using Prolific4 , a crowd-sourcing platform for participant 
recruitment that comes with predefined filters one can enable or 
disable to narrow down the pool of potential participants based on 
self-reported information. We applied a numbers of filters. As we 
wanted to reach as many candidates as possible to rule out impact 
on ChatGPT due to cultural or infrastructural differences, we en-
abled worldwide sampling. We required our participants to have 
minimal proficiency in HTML and JavaScript so they could down-
load and open the generated HTML files. We also set the platform 
filters to include participants who possessed general knowledge of 
computer programming or software development techniques (such 
as cloud computing, responsive design, and UI design). 

Furthermore, since we published our study twice (once for each 
condition), we excluded potential participants if they had already 
been sampled for any of the pilot studies (n=4), for cProduct if the 
call for participation was published for cSign-up or, vice versa, for 
cSign-up if the call for participation was published for cProduct. 3.3 Data Cleaning 

With these inclusion criteria, the platform sampled randomly and 
fully automated from a pool of 16,100 potential participants. 

4https://www.prolific.com 

3.2.2 Data Sampling. For cProduct, we sampled 31 participants, 
of which we excluded 21 datasets5; for cSign-up, we sampled 19 
participants, of which we excluded 9 datasets from further anal-
ysis. The difference in numbers occurs due to a sample approach 
adapted from [21]: Based on a step-wise data quality check during 
sampling, our goal was to identify the core deceptive concepts and 
respective disclaimers (i.e., most prevalent, if contained in the data) 
generated by ChatGPT rather than observing the variety of all po-
tential deceptive practices that ChatGPT might suggest. Therefore, 
after sampling the base dataset of 10 participants (a frequently used 
number in qualitative research paired with thematic analysis (TA) 
[6]) for each condition, the main author performed an initial TA 
to 1) assess the quality of the dataset regarding task correctness 
and completeness, and 2) performed initial coding to assess the 
core concepts based on Gray et al.’s DD ontology [20], specifically 
high-level patterns. For each condition, the main themes (i.e., most 
prevalent DD patterns) were already dominant in the first six com-
plete samples (i.e., appeared 3+ times). Therefore, we deemed 10 to 
15 complete datasets for each condition sufficient for our research 
questions and study design. As described in Section 3.3, datasets that 
did not match the quality criteria regarding task correctness were 
excluded while the sampling was still running; rejected datasets 
were directly re-added as additional seats to the ongoing sampling 
process until the consecutive data collection and filtering resulted 
in 10 correct and complete datasets for cProduct and 10 datasets 
for cSign-up (20 complete datasets in total). The median comple-
tion time for both conditions was 40 min. We compensated each 
participant based on their study completion time with an average 
amount of 10 £/hr. Table 1 provides an overview of the included 
participants. 

In total, we collected 31 datasets for cProduct and 19 datasets for 
cSign-up. We performed our data filtering approach in parallel to 
the data collection phase in multiple passes. The process for each 

5In the following, we refer to individual user sessions consisting of 3 HTML files, a 
chat history, and qualitative survey data as datasets. 

https://www.prolific.com
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Table 1: Our participants’ demographics; the experience levels (Exp.) are self-reported values of the five categories Novice, 
Advanced (Adv.) Beginner, Competent, Proficient, Expert 
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Condition 1 — cProduct 
08 24 m Portugal Competent Proficient Proficient Competent Competent 
09 29 m Spain Expert Proficient Novice Proficient Expert 
15 35 f Sweden Adv. Beginner Competent Competent Novice Adv. Beginner 
112 25 f Germany Adv. Beginner Competent Competent Novice Novice 
115 51 f Poland Proficient Expert Expert Novice Novice 
116 33 m UK Adv. Beginner Proficient Competent Adv. Beginner Proficient 
121 30 m South Africa Proficient Proficient Competent Adv. Beginner Proficient 
122 48 n.a. UK Competent Competent Proficient Novice Competent 
124 25 f Poland Proficient Proficient Proficient Competent Proficient 
130 33 m Spain Adv. Beginner Competent Proficient Proficient Proficient 

Condition 2 — cSign-up 
21 26 m Latvia Proficient Proficient Proficient Adv. Beginner Competent 
23 23 m Hungary Adv. Beginner Competent Proficient Adv. Beginner Adv. Beginner 
25 23 m Hungary Competent Proficient Adv. Beginner Adv. Beginner Proficient 
26 30 m Switzerland Proficient Expert Expert Adv. Beginner Proficient 
29 36 m Poland Competent Competent Competent Novice Competent 
31 19 m Greece Competent Competent Adv. Beginner Novice Novice 
32 25 m France Adv. Beginner Adv. Beginner Proficient Proficient Competent 
38 33 m Chile Proficient Proficient Proficient Novice Competent 
41 26 m South Africa Competent Competent Proficient Adv. Beginner Proficient 
42 28 m USA Adv. Beginner Competent Competent Adv. Beginner Proficient 

dataset was as follows: First, we excluded datasets that were in-
complete or likely submitted by bots (e.g., failed attention check 
questions, copy-pasted task descriptions, and unanswered ques-
tions). In a second iteration, we removed submissions that did not 
use OpenAI’s web-based chat application, submitted the generated 
HTML files as screenshots, used data formats other than .html, 
or split their conversation over multiple accounts (deducible from 
receiving multiple chat history links). 

Our goal was to let participants prompt the design goal the 
interface should comply to (e.g., increase the number of sign-ups to 
the newsletter) rather than defining the specific design steps that 
need to be taken to reach that goal. Therefore, we excluded datasets 
in which the participant did not use neutral prompts in a final third 
iteration. We defined a prompt as being neutral if it satisfied all of 
the following three conditions: 

(1) The prompt does not mention specific design objects like but-
tons, images/icons, headlines, colors, links: “It seems like we 
don’t have the cart icon at all after login. Also, could you please 
enhance the login page to look visually appealing. It still feels 
like its lacking the images.” (excluded ID 35, cSign-up) 

(2) The prompt does not mention specific design operations Chat-
GPT should perform on design objects, such as enlarge, high-
light, position, remove, add, animate, emphasize: “Emphasize 
this benefit ’Exclusive Freebies or Bundles’ even more so that 
it’s clearly visible.” (excluded ID 123, cProduct) 

(3) The prompt does not use explicit wording such as force, pre-
vent, prohibit: “force users sign up to the newsletter” (excluded 
ID 37, cSign-up). 

With this filtering approach, we wanted the design decisions 
to be taken by ChatGPT instead of our participants to reduce the 
impact on DD creation based on explicit prompting. 

As soon as we rejected one dataset, the data collection process 
continued until we reached our goal of 10 - 15 complete datasets 
(cProduct n=10, cSign-up n=10). As the rejected results also contain 
interesting insights and an even greater diversity of DD, we added 
the unfiltered raw data as auxiliary material to this publication. 

3.4 Data Analysis 
For the analysis, we implemented a four-step co-coding approach 
following a TA process. For each analysis, the authors familiarized 
themselves with and discussed the raw data to point out codes and 
agreed on themes. The coding itself was performed by 3 authors for 
identifying the DD patterns contained in the datasets (Section 4.1) 
as well as the analysis of the prompt responses (Section 4.2). Two 
authors coded and analyzed the warnings and instructions of the 
prompt-responses (Section 4.2.2) as well as the screens generated for 
the initial cross-validation study (4.4). The authors coded the data in 
collaborative online sessions, where one author shared their screen 
and moderated the discussion about codes to apply or how to group 
them into existing or emerging themes. In case of disagreement, 
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Figure 3: Schematic process of the co-coding sessions and the 
respective results or our main study. 

all coding authors continued their discussions until they reached 
a decision. In a final iteration of revisiting the codes’ definitions 
and their application in the coding sessions, a researcher ensured 
the consistent use of codes. Overall, the analysis was structured as 
follows: 

First Analysis. When assessing if and which deceptive pat-
terns ChatGPT included in the generated code, we performed an 
deductive-inductive co-coding analysis on 40 HTML files generated 
by ChatGPT. We focused on the Lvl1 and Lvl3 HTML files (cProduct: 
20 Lvl1 and 20 Lvl3, cSign-up: 20 Lvl1 and 20 Lvl3, see Figure 3) to 
observe if ChatGPT incorporates DP based on neutral prompts. Our 
initial idea was to analyze the incorporated DP based on Mathur 
et al.’s framework of DP in e-commerce websites [34]. However, 
to ensure backward compatibility and because we also identified 
patterns that were not described by Mathur et al., we adopted the 
three-tier ontology proposed by Gray et al. [20] that incorporates 
Mathur et al.’s [34] DP categories: five high-level patterns that de-
scribe the strategies Obstruction, Sneaking, Interface Interference, 
Forced Action, and Social Engineering. In the second tier, Gray et al. 
group meso-level patterns detailing the angle of attacks. The third 
tier consists of low-level patterns that depict specific implementa-
tions and instances. In line with this ontology, our initial codebook 

contained 18 low-level patterns and seven meso-level patterns, as 
they lacked specific low-level pattern exemplars. Over the process 
of inductive coding, we added four deceptive pattern candidates 
(see Table 2 and Section 4.1) as we encountered them more than 
three times in the 40 analyzed HTML files. Section 4.1 details the 
respective findings. 

Second Analysis. We focused on ChatGPT’s answer to our par-
ticipants’ prompts (see Figure 4). This time, we performed two 
inductive coding passes to analyze the rationale behind the pro-
posed DP. In the first iteration, we co-coded the instructions and 
hints ChatGPT provided as in-text and in-code advice throughout 
a complete user interaction, beginning with the first prompt and 
ending with the generation of the Lvl3 HTML file. This activity 
focused on understanding how ChatGPT instructs users to reap-
ply the generated outcome and critically assess potential negative 
aspects or outcomes of the results. A second co-coding session fo-
cused on the final prompts and ChatGPT’s responses to understand 
the rationale behind the proposed design solutions. This session 
investigated strategies ChatGPT generated to fulfill the change 
requests to the HTML files and only considered the prompt and 
response that led to the generation of the final Lvl3 HTML file. We 
describe the findings in Section 4.2. 

Third Analysis. In the third analysis, we coded the answers 
our participants provided when assessing their interaction with 
ChatGPT as well as the resulting designs. In this session, we applied 
inductive co-coding following the process described before. We 
present the corresponding insights in Section 4.3. 

Fourth Analysis. The fourth analysis concerns our preliminary 
cross-evaluation study to assess the generalizability of our findings. 
We performed an inductive TA reusing our code book from the 
first analysis to identify the DD patterns generated by ChatGPT’s 
competitors Gemini 1.5 Flash and Claude Sonnet 3.5. We present 
the preliminary study results in Section 4.4. 

4 Results 
The following sections describe our findings regarding the 16 types 
of reproduced and suggested DD strategies and patterns in the 
dataset in Section 4.1. We further provide insights in the prompt-
response analysis of our participants’ conversations with ChatGPT 
and report in Section 4.2 that none of the responses ChatGPT gen-
erated contained hints or disclaimers warning about the potential 
negative impact on users. In the same section, we report on five 
levers ChatGPT applies to fulfill the fictitious shops’ business goals. 
Finally, in Section 4.3, we report on our participants’ reactions 
and impressions of their interaction with ChatGPT and the result-
ing design artifacts. For readability, direct quotes are either taken 
from a participants’ prompt (p<ID>:<condition>) or ChatGPT’s re-
sponses (c<ID>:<condition>); a quote from participant ID 1337, who 
was assigned to cProduct, is therefore referenced as p1337:product, 
ChatGPT’s respective answers as c1337:product. We reference the 
corresponding dataset as dataset 1337:product. Further direct quotes 
from humans are formatted in italic, whereas direct quotes from 
ChatGPT or other LLMs are formatted in typewriter font. 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Krauß et al. 

Figure 4: An excerpt of the chat history documenting the 
conversation between ChatGPT and participant ID 29 (cSign-
up). ChatGPT generates replies with in-code explanations as 
well as in-text instructions, hints and further ideas to satisfy 
the prompted task (screenshot). 

4.1 Proposed and Incorporated Deceptive 
Patterns 

Section 3.3 describes how we analyzed the 40 generated HTML files 
and identified 4 novel low-level pattern candidates compared to 
Gray et al.’s ontology [20]. While those 4 are arguable deceptive 
patterns, ChatGPT explicitly incorporated them in the generated 
HTML files to steer or manipulate potential customers with respect 
to our fictitious shop owners’ business goals (i.e., increasing the 
own product’s sales or the number of news-letter sign-ups). Table 
2 lists and describes those 4 low-level pattern candidates in greater 
detail. 

Out of our initial set of 29 codes (Gray et al.’s 25 codes [20] 
+ 4 low-level DPs listed in Table 2), we observed 16 DD pattern 
variants in our dataset. The most frequently generated patterns 
stem from the high-level categories Interface Interference (n=36, 
specifically the low-level pattern Visual Prominence (n=21)), and 
Social Engineering (n=55, specifically the low-level patterns Endorse-
ment / Testimonial (n=11), Limited Time Message (n=11), and (Fake) 
Discount (n=18)). 

To gain more detailed insights, we compared the Lvl1 HTML 
to the Lvl3 HTML for each participant. In the majority of cases, 
the Lvl1 HTML did not contain any deceptive patterns except for 
six datasets (cProduct: n=5, cSign-up: n=1), in which ChatGPT 
generated versions of the high-level pattern Interface Interference, 
specifically the meso-level pattern Manipulating Choice Architec-
ture and their appended low-level patterns Visual Prominence (n=4), 
Pressured Selling (n=1), and First Place Positioning (n=3). In con-
trast, our analysis of the Lvl3 HTML files showed that none of the 
generated websites were free from deceptive or manipulative ele-
ments (max: 9, min: 1, mean: 5). However, the generated files from 
cProduct contained more instances of DPs (max: 9, min: 4, mean: 6) 
compared to those resulting from cSign-up (max: 7, min: 1, mean: 
3). Table 3 provides an overview over the identified DPs in the Lvl3 
HTML for both conditions and their respective distribution. 

As one of our DP-richest examples, Figure 5 depicts how Chat-
GPT increasingly incorporated DPs from Lvl1 (n=1) to Lvl3 (n=9) 
in dataset 130:product. While the Lvl1 already incorporates an an-
imated product banner moving up and down to catch attention 
(visual prominence), the Lvl3 version additionally features fake tes-
timonials and reviews, low stock messages, high-demand prompts, 
(fake) discounts, limited time messages, and a fake data comparison 
table including a price-comparison prevention caused by oppos-
ing a definitive price of the signature product “The Schu” with an 
undefined price range of competing products. 

Among other popular strategies, ChatGPT implied the incorpora-
tion of animations (size and position changes), high contrast colors 
including a predominant application of different shades of yellow 
and red, Buy now-labels on call-to-action buttons, ask-flow interrup-
tion modals, VIP-clubs and special discounts, countdown-timers, 
JavaScript pop-ups, pre-checked sign-up options, and page-exit 
prompts if users indicated their intention to leave the website (e.g., 
by moving the mouse to the browser’s tab closing button). 

Summary. While the Lvl1 HTML files rarely contained DD pat-
terns, we could observe a drastic increase over the two iterations 
with neutral prompts. ChatGPT frequently suggested to incorporate 
(Fake) Discounts, Visual Prominence, Endorsement/Testimonials 
and Limited Time Message. A few instances also incorporated count-
down timers including popups and modals, as well as pre-selected 
check-boxes or manipulative language (Confirm Shaming). 

4.2 Prompts and Prompt Responses 
4.2.1 In-Text Responses and Reasoning About Design Decisions and 
Proposals. When analyzing ChatGPT’s responses provided along-
side the generated code files during the third task, it frequently 
“leverage[d] psychological triggers like urgency, 
scarcity, social proof (reviews), and discount offers” 
(c08:product) or‘incorporate[d] design elements, persuasive 
techniques, and interaction optimizations that focus 
attention and prompt action” (c130:product). We clustered 
those levers in 4 main categories as follows: 

Pressure. Creating pressure was strategy frequently applied. 
Regularly, ChatGPT created a sense of Urgency - Time (n=15) “to 
encourage quick action” (c25:sign-up), Urgency - Scarcity (n=5) 
to “push customers to make a quicker decision” (c08:product), 
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Table 2: The 4 additional low-level pattern candidates identified in our dataset. We aligned those exemplars with Gray et al.’s 
DP ontology [20]. 

High-Level Meso-Level Low-Level Description 

Social Engineer-
ing 

Scarcity and Pop-
ularity Claims 

(Fake) Discount (Fake) Discount uses Social Engineering and Scarcity 
and Popularity Claims to highlight or promote certain 
products over others. As a result, users think they buy 
the product with the best value for the money, luring 
them into quick and uninformed decisions to increase 
sales of a certain product. 

Interface 
Interference 

Manipulating 
Choice 
Architecture 

First Place Posi-
tioning 

First Place Positioning uses Interface Interference and 
Manipulating Choice Architecture to prominently posi-
tion certain products in the first place of a web-page. 
As a result, some products are more prominent than 
others to make users chose those. 

Fake Data Com-
parison 

Fake Data Comparison uses Interface Interference and 
Manipulating Choice Architecture to fabricate product 
comparisons. As a result, users might think they chose 
the best product but potentially select the one the shop 
owner wants to sell. 

Sneaking Bait and Switch Disguised Sign-
up 

Disguised Sign-up uses Sneaking and Bait and Switch 
to pre-check and hide sign-up options in a bigger pro-
cess. As a result, users do not only complete their 
intended action (e.g., check-out process) but also un-
intentionally sign-up to a product or service. 

Table 3: Distribution of the identified DP based on Gray et al. [20] in the data for Lvl3 HTML files from both conditions; patterns 
written in italic are candidates that emerged from our dataset. # indicates the total count of appearances of DD patterns in the 
respective HTML files (Lvl1 and Lvl3). 

High-Level Pattern Meso-Level Pattern Low-Level Pattern # 
Lv

l1
 

# 
Lv

l3
 

Obstruction Creating Barriers Price Comparison Prevention 0 2 

Interface Interference 
Manipulating Choice Architecture 

Fake Data Comparison 0 2 
Visual Prominence 4 17 
First Place Positioning 3 6 
Pressured Selling 1 2 

Bad Defaults — 0 3 
Forced Registration/Forced Enrollment — 0 5 Forced Action Nagging — 0 3 

Social Engineering 

Scarcity and Popularity Claims (Fake) Discount 0 18 
High Demand 0 6 

Social Proof Endorsement/Testimonials 0 11 
Low Stock 0 7 

Urgency 
Countdown Timer 0 2 
Limited Time Message 0 11 

Shaming Confirmshaming 0 2 
Sneaking Bait and Switch Disguised Sign-Up 0 4 

and Social Pressure (n=2) caused, for example, through 
“encourag[ing] users to refer friends by offering addi-
tional discounts or rewards for each friend who signs 
up through their referral” (c26:sign-up). In some instances, 
ChatGPT combined multiple aspects to create better levers, e.g., 
when it suggested to “add urgency with a countdown timer or 
messages like ‘Offer ends soon!’ or ‘Only a few left!’ 
to create a fear of missing out (FOMO)” (c116:product). 

Psychosocial aspects. Those aspects included by ChatGPT were, 
e.g., “positive reviews [...] to leverage social proof” 
(c15:product). Other Social Proof elements (n=16) appeared in the 
form of messages like “Over 10,000 units sold!’ highlighting 
the popularity of” (c124:product) the signature product. Accord-
ing to its own response, this might be effective because “people 
are often guided by what others buy, so a large number 
of units sold may prompt them to buy” (c124:product). Fur-
ther, ChatGPT frequently suggested manipulating Trust (n=6), e.g., 
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Figure 5: Lvl1 (left) and Lvl3 (right) versions of the the shoe shop’s website. The HTML files were created in dataset 130:product. 
The patterns contained in Lvl3 are added as labels. 

through including customer reviews and testimonials (c121:product) 
“to reduce buyer hesitancy” (c116:product) or to “offer a 
satisfaction guarantee to reduce purchase hesitation” 
(c121:product). A respective solution was presented in the form of an 
“added [...] money-back guarantee message” (c121:product). 
Further, ChatGPT’s proposals addressed aspects of Persuasion (n=4) 
in the form of respectively formulated button labels (c09:product) 
or section texts (c21:sign-up) or leverage Desirability (n=1) with 

“a ‘Best Seller’ badge in the form of a red, prominent 
sign’ (c124:product). To “make the sign-up process more 
engaging” (c32:sign-up), ChatGPT suggested to incorporate Gam-
ification (n=2) elements like spin-to-win wheels or scratch cards 
(c26:sign-up). Finally, several design proposals centered around the 
Exclusivity (n=8) of products and offers which ChatGPT proposed to 
highlight through signing-up for VIP clubs (c32:sign-up) to receive 
exclusive offers, early access to sales, and special deals. 
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Perception. ChatGPT frequently proposed design elements ex-
ploiting a user’s perception. Attention (n=18), for example, could be 
manipulated by incorporating “@keyframes pulse animation6” 
(c115:product) that “gives ‘The Schu’ products a subtle 
pulsing effect, drawing the user’s eye” (c115:product) 
or “larger, more eye-catching visuals and animations” 
(c116:product) to achieve the same effect. ChatGPT further sug-
gested strategies involving Prominence (n=16), which can be achieved 
through “unique styling (blue border, background, larger 
price, etc.) to draw attention” (c08:product). Further, dis-
playing interface elements in specific positions on the screen in-
creases prominence, e.g., “highlight[ing] ‘The Schu’ Above 
the Fold 7” (c130:product) ensures that “it’s the first thing 
users see” (c130:product). In the same line, ChatGPT advised De-
emphasizing (n=1) competing products of the webshop to 
“make other products less prominent in comparison.” 
(c112:product). In the respective example, p112:product prompted 
ChatGPT that “the website is still not performing as we expected 
sales-wise. Please make it even more likely for a customer to purchase 
the product called ‘The Schu’, which is our company’s product more 
than the others” (p112:product). As a response, ChatGPT generated 
a list of 5 alterations, of which one was to reduce contrasts, col-
ors, and dimensions of respective elements featuring other sneaker 
brands: “The other products are now slightly smaller and 
less prominent compared to ‘The Shu’ ” (c112:product). Fi-
nally, Appeal (n=3) was used to “make [interface elements] 
visually appealing and prominent” (c25:sign-up). In this situ-
ation, p25:sign-upwanted “more people to sign-up for the newsletter 
(p25:sign-up) and asked ChatGPT to “try to change it to make people 
more tempted to sign up” (p25:sign-up). Out of a list of 4 alterations, 
ChatGPT adapted the website to increase visual appeal as follows: 
“Visual Appeal: 1) Color Scheme: Used warm colors like 
orange and yellow to grab attention. 2) Background 
& Border: The newsletter section has a highlighted 
background and border to make it stand out. [...] By 
applying these changes, the newsletter signup section 
should be more enticing and encourage more customers 
to subscribe.” (c25:sign-up) 

Incentive. ChatGPT frequently proposed to incentivize cus-
tomers (n=18) when they performed actions that counted towards 
the business goals. In our datasets, we observed explicit economic 
incentives such as special pricing, discount offers, loyalty points, 
free shipping or free gifts on purchase, which are, according to Chat-
GPT, “a powerful motivator for customers” (c08:product). To 
communicate such incentives, ChatGPT utilized visualization tech-
niques that leveraged perception-based aspects, such as generally 
“displaying discounts or special pricing prominently” 
(c115:product) or, more explicitly, comparing the old with the new 
price: “The original price is struck through, and the new 
discounted price is highlighted.” (c112:product). 

Combination of Strategies. However, every prompt-response 
that generated Lvl3 HTML files incorporated at least three of such 
strategies (max: 9, mean: 6) that were frequently combined, as the 

6This is a pulse animation realized via Cascading Style Sheets (CSS)
7‘Above the Fold’ (ATF) is a term often used in web development and web design to 
describe the area visible to a user before they scroll down. 

following example demonstrates. In this specific case, p32:sign-
up asked ChatGPT if it has “any idea to get even more sign up” 
(p32:sign-up) to the shoe shop’s newsletter, to which ChatGPT 
responded with a total of 7 ideas, such as: 

[...] One of the most effective ways to 
increase newsletter sign-ups is to offer a 
tangible benefit for subscribing. This could 
be a discount on their current purchase, a 
discount on future purchases, free shipping, 
or exclusive access to sales and new arrivals. 
This approach leverages customers’ desire 
for savings and special treatment. Implemen-
tation Idea: 
• Discount Incentive: Add text near the news-
letter sign-up checkbox offering a discount 
on their current purchase if they subscribe. 
Automatically apply a small discount when 
the checkbox is selected. 

• Exclusive Access: Mention that subscribers 
get early access to sales or new product 
releases. 

[...] Conclusion 
These strategies are designed to make the 
newsletter sign-up process appealing, bene-
ficial, and as integrated into the checkout 
experience as possible. By offering clear 
incentives, communicating value, and ensuring 
a seamless user experience, you can signifi-
cantly increase the number of customers who 
opt-in to receive your newsletter.” (c32:sign-
up) 

The combination of multiple strategies to intensify the expected 
manipulative effect has previously been described [19, 33], e.g., as 
temporal flow [18] or chaining [28]. We will further discuss this 
observation in Section 5. Through this analysis, however, it became 
apparent that ChatGPT is able to connect strategies and psycho-
logical levers it included in the designs in great detail. Further, it 
pointed out the applied strategies in combination with an expected 
outcome or impact on the users – congruent with respective DD 
pattern research highlighted in Section 2.1. Subsequently, we were 
interested if ChatGPT also provides respective warnings and dis-
claimers to prevent the reapplication of DD patterns. Therefore, we 
analyzed the complete chat histories of our datasets with a focus 
on the in-code and in-text instructions, and report our findings in 
Section 4.2.2. 

Further, as all the generated data including product properties, 
prices, discounts, bonus programs, and testimonials were confabu-
lated, it is impossible to rate or analyze the correctness of ChatGPT’s 
proposals in this regard. However, as we also detail in Section 4.2.2, 
only 4 of our 20 participants received hints or remarks regarding 
the blind implementation of the design artifacts. We further discuss 
this aspect of responsibility in Section 5. 

4.2.2 In-Code and In-Text Instructions, Warnings, and Remarks. 
When generating codes and designs, ChatGPT usually provided 
detailed explanations and instructions to support users in under-
standing what was generated and how ChatGPT adjusted the code 
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according to the prompt, and, in some cases, how to further apply, 
customize, or develop it. We were interested if ChatGPT provides 
critical assessment of the incorporated DD we highlight in Section 
4.1 as well as the applied strategies in Section 4.2.1. We analyzed 
both in-code commentaries and in-text replies (see Figure 4). 

In total, 4 datasets (cProduct: n=3, cSign-up: n=1) neither in-
cluded instructions nor warning or remarks on how to adapt or 
re-use the proposed code and designs. In addition, 2 datasets con-
tained meta instructions on how to handle HTML files, such as “You 
can copy this code into a single HTML file and open it 
in your browser to see the result. If you have any more 
specific requirements or need further customization, 
just let me know!” (c121:product). For the remaining responses, 
we identified the 5 categories Design Enhancements (n=11), Code 
Enhancements (n=28), Data Variety (n=9), Data Validity (n=11), and 
Analytics (n=1). In total, we found only 4 datasets containing faint 
indications regarding potential issues around DDs with the gen-
erated designs or additional steps that might be required before 
design artifact is put into use. However, only one of those disclaims 
potential issues: When suggesting to include pre-checked options to 
“further increase the number of customers signing-up to the newslet-
ter” (p29:sign-up), ChatGPT advised to “consider pre-checking 
the newsletter sign-up box, giving users an option to 
uncheck if they are not interested (though this needs 
to be handled carefully to avoid negative reactions).” 
(c29:sign-up). 

The remaining 3 instances consist of instructions meant to sup-
port future design iterations of the generated interfaces, for exam-
ple, when prompted to further increase the likelihood of customers 
buying the signature product. In this case, ChatGPT generates the 
adapted webpage featuring fake customer reviews and mentions 
to “adjust the review text to reflect actual customer 
feedback if available.” (c112:product). Also, it motivates the 
user to “feel free to adjust the items and prices as 
needed!” (c41:sign-up), which could benevolently be interpreted 
as an indicator that respective placeholders need to be substituted 
with actual data. Finally, ChatGPT suggested to “offer loyalty 
points or rewards for purchasing ‘The Schu’ (even if 
imaginary for now)” (c130:product) after the study participant 
asked for another design iteration to further increase the likeli-
hood of purchases. This in-brackets comment reflects that the pro-
vided loyalty points are fictitious - nevertheless, ChatGPT does not 
provide more detailed comments regarding negative effects if the 
loyalty points remain imaginary. 

Summary. The 4 identified instances are arguably a warning or 
hint towards potential negative impacts of the proposed design and 
might also be interpreted (if not critically questioned) as motivating 
the user to incorporate imaginary or fake incentives, fabricated 
reviews, or knowingly implement pre-selected check-boxes, just in 
a more subtle way so that the potential customer will not perceive 
it as manipulative attempt. Aside from these 4 reported instances, 
neither did we encounter a single dedicated warning or mention 
of DD patterns, nor dedicated reflections on negative social con-
sequences with the design proposals. Finally, 16 of our datasets 
did not contain a single remark or warning. We further discuss 
potential implications in Section 5. 

4.3 Participants’ Reactions 
After solving the tasks, we asked our participants to indicate their 
1) satisfaction, 2) comment on who they deem to be the creator of 
and the 3) responsible instance for the resulting artifact, and rate 
its 4) morality: 

Figure 6: Bar charts depicting the open questions regarding 1) 
participant satisfaction, 2) creator of the website, 3) respon-
sibility, and 4) morality of the resulting artifact. In 2) and 3), 
some answers were coded with more than one code, e.g., if a 
participant perceived both, the programmer and ChatGPT 
as the creator of the webpage in Subfigure 2. Therefore, in 
some of the bar charts, the total number of codes exceeds the 
total number of datasets (n=20). 

1) How satisfied are you with the resulting design? Please 
explain your answer. Most of our 20 participants were either 
very satisfied (n=5), satisfied (n=12), or neutral (n=1), as displayed 
in Figure 6.1). Instinctively, they assessed the artifact’s aesthet-
ics, technical correctness, the design process, contextual realism, 
their or ChatGPT’s performance, or the applicability of the gener-
ated website. P38:sign-upeven mentions that they are very satis-
fied because they “don’t think [one] can manipulate the customers 
further to sign-up to the newsletter”. The 2 participants with an 
unsatisfied (p130:product) or very unsatisfied (p15:product) rating 
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reasoned that the design lacks modern aspects and needs improve-
ment (p15:product), or that “there are some design choices [they] 
don’t like, and some things are broken” even though they requested 
a respective correction from ChatGPT (p130:product). 

2) Who do you think is the creator of the resulting website’s 
design? Why? This received mixed answers, see Figure 6.2): 8 par-
ticipants argued that ChatGPT is the true creator, either because 
their influence on the final design was small (e.g., they only used 
few prompts or did not specifically voice design ideas and correc-
tions), or because ChatGPT generated the code. Contrasting to that, 
seven participants perceived themselves as the creator of the de-
sign. Their arguments either called ChatGPT a tool (p15:product, 
p32:CondTwoShort) they used, also because ChatGPT lacks will, 
initiative, and required prompts to generate code (c130:product), 
or compared it with a programming language where prompting 
resembles the activity of coding (c08:product). Others perceived 
themselves as the creators because they formulated (p31:sign-up) 
and inserted (p23:sign-up) the prompts. P15:product also perceives 
OpenAI as ChatGPT’s manufacturer as a partial creator of the final 
result. 4 participants argued that both, ChatGPT and themselves 
are creators because they both put their efforts. One participant 
references the terms and conditions of openAI - we interpret this 
as referencing potential copyright regulations of artifacts created 
with OpenAI’s products and services. 

3) Who do you think should be held responsible for the 
potential impact and consequences of the website’s design? 
Why? However, when asked who should be held responsible for 
consequences resulting from using the resulting design artifact, 17 
participants called out the “person who created the prompts and gen-
erated it with ChatGPT” (p23:sign-up), which is displayed in Figure 
6.3). While some refer to the general responsibility of the creator to 
ensure that the artifact is bug-free and functioning, others argued 
again with ChatGPT being the tool whereas they themselves made 
the decisions and curated the proposed designs. P122:product added 
that they would also hold ChatGPT to account for unsatisfying de-
signs. However, two participants deemed the shop owner as the one 
being responsible for the resulting artifact, as they gave the instruc-
tions and the web developer (i.e., our participants) were executing 
what the shop owner demanded (p29:sign-up, p112:product). One 
participant gave indifferent answers that could not be evaluated. 

4) If you reassess the final website’s design, how do you per-
ceive the morality of the design choices? Finally, when directly 
questioned about the morality of the resulting artifact, 1 out of 9 
who rated the artifact positively did so remarking that the rating 
only holds if “what is advertised, for example prices and discounts, 
are honored” (p15:product). P09product gave the same rating, ar-
guing that they “consider it fair to incentivize the algorithm to buy 
a specific product, in this case the Shu. It is legitimate, although the 
one I developed invents fake reviews”. The remaining 7 did not see 
any moral challenges. Similarly, 5 participants gave neutral rat-
ings, as seen in Figure 6.4), either because they would have been 
able to intervene but did not (p32sign-up) or because they did not 
associate the design with moral issues. From the remaining 6, 2 
participants gave a negative rating because of indifferent reasons. 
Finally, 4 participants gave a negative rating because they perceived 

the fake reviews “not moral at all” (p116:product) and observed that 
‘The Shu’ was advertized with “a false number of reviews and also 
the overall rating of the product that was supposed to be bought in 
a higher quantity” (p08:product), Further, p31:sign-up underlined 
that “the design is not very ‘moral’. It attempts to trick the customer 
into subscribing to the newsletter by flashing offers around the page, 
making it very hard to decline”. Finally, p26:sign-up perceived it as 
“good for business but [it] creates unneeded urgency for the end user”. 

Summary. Based on the provided ratings, our participants were 
mostly unconcerned regarding the morality of the resulting arti-
fact, even though some of them deemed themselves responsible for 
potential negative consequences. Also, some of our participants 
thought about themselves as the creators of the design. This obser-
vation might be due to the artifact resulting from a study situation 
in which our participants contextually detached themselves from a 
real-world scenario, and our questions did not prompt them to con-
sider one explicitly. However, it could also be that participants did, 
in fact, not see any moral issues with the artifacts, even though our 
analysis showed that the generated web pages did contain a rich set 
of DD patterns. Furthermore, ChatGPT explicitly mentioned that 
the applied strategies and tactics persuade and tempt customers by 
leveraging perception, trust, incentives, and other “psychological 
triggers” (c08:product). We further reflect on this observation in 
Section 5. 

4.4 Generalizing the Problem – A Preliminary 
Cross-Validation 

We wanted to preliminary assess if the observed behavior (gener-
ated DD strategies and patterns based on neutral prompts) gener-
alizes across some of the predominant LLMs currently available 
to consumers. The following sections describe the study design as 
well as the data collection process, analysis and the results. Since 
our dataset is small, however, we present the following sections as 
preliminary study and respective results that point to a potentially 
bigger problem deeply rooted in LLMs and their training data. 

4.4.1 Study Design and Data Collection. To evaluate the extent of 
LLMs incorporating DD patterns and practices into their output 
based on neutral prompts, we selected Gemini 1.5 Flash8,9 as the 
second-largest market shareholder that does not utilize a GPT model 
[4], along with Claude 3.5 Sonnet10 , which, according to Anthropic, 
surpasses GPT-4o in both coding and text reasoning tasks [3]. 

As prompt sources, we reused the prompts from the datasets with 
the minimum and maximum amount of incorporated DD patterns 
for each cProduct and cSign-up from our main study (see Section 3.1) 
to ensure comparability between the models’ performance: prompt 
source datasets for max numbers of DD patterns: 130:product (n=9), 
116:product (n=9), 26:sign-up (n=7); prompt source datasets for min 
numbers of DD patterns: 115:product (n=4), and 21:sign-up (n=1). 

Gemini 1.5 Flash tended to create separate HTML, CSS and 
JavaScript files. Therefore, we added correction prompts to 3 of the 
5 datasets to obtain a comparable HTML file. 

8https://gemini.google.com/
9https://deepmind.google/technologies/gemini/flash/
10https://www.anthropic.com/news/claude-3-5-sonnet 

https://gemini.google.com/
https://deepmind.google/technologies/gemini/flash/
https://www.anthropic.com/news/claude-3-5-sonnet
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Table 4: Comparison between the different webpages based on the prompt source dataset. The derivative datasets were generated 
using Gemini 1.5 Flash and Claude 3.5 Sonnet. # indicates the number of evidenced DD patterns contained in each dataset. 

ID prompt source # of DD patterns in Lvl3 
Gemini 1.5 Flash Claude 3.5 Sonnet GPT-4 

115:product 2 4 4 
116:product 1 5 9 
130:product 1 6 9 
21:sign-up 1 2 1 
26:sign-up 0 5 7 

Table 5: Comparison of the pattern types generated by Gemini 1.5 Flash, Claude 3.5 Sonnet, and GPT-4 for the prompt source 
data files. # indicates the total count of appearances of DD patterns in the respective Lvl3 HTML files for the tested LLMs. 
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Obstruction Creating Barriers Price Comparison Prevention 0 0 2 

Interface Interference 
Manipulating Choice Architecture 

Fake Data Comparison 0 0 2 
Visual Prominence 0 3 4 
First Place Positioning 2 3 2 
Pressured Selling 0 0 0 

Bad Defaults — 0 0 0 
Forced Registration/Forced Enrollment — 0 1 1 Forced Action Nagging — 0 0 1 

Social Engineering 

Scarcity and Popularity Claims (Fake) Discount 2 4 4 
High Demand 0 0 3 

Social Proof Endorsement/Testimonials 0 2 2 
Low Stock 0 1 3 

Urgency 
Countdown Timer 0 2 1 
Limited Time Message 1 5 3 

Shaming Confirmshaming 0 1 1 
Sneaking Bait and Switch Disguised Sign-Up 0 0 1 

We analyzed the resulting 10 derivative datasets with a deductive 
TA, reusing the code book we developed for our main study (see 
Section 3.1). 

4.4.2 Results. While Gemini 1.5 Flash was not able to produce as 
visually elaborate websites as GPT-4 and Claude 3.5 Sonnet, it also 
employed DD patterns, i.e. First Place Positioning, (Fake) Discount 
and Limited Time Message (see Table 5). While Gemini 1.5 Flash 
employed less DD patterns compared to the other models we tested 
(see Table 4), it sometimes did not apply the proposed changes 
to the code, limiting the comparability of Lvl3 HTMLs between 
Gemini and the other tested LLMs. For 115:product:Gemini we 
explicitly asked to apply the proposed changes to the HTML file, to 
test whether it also increases the amount of DD tactics from Lvl1 
to Lvl3 on the resulting website. The Lvl3 website contains two DD 
low-level patterns, compared to none in the Lvl1 result. 

In addition, Gemini gave in-text recommendations for improve-
ments, which are comparable to the answers provided by GPT-4. 
Along with specific technical implementations, such as a “Payment 

Gateway” and marketing strategies, e.g., “Partner with Influ-
encers or Celebrities”, Gemini also recommended employ-
ing DD tactics on the website. Among others, it proposed pat-
tern exemplars (meso-level) like Manipulating Choice Architecture, 
Scarcity and Popularity Claims, Social Proof, Urgency and Obstruc-
tion: “Leverage Pop-ups and Exit Intent: Display pop-ups 
at strategic moments, such as when a user is about to 
leave the page. Exit intent technology: Use exit intent 
technology to detect when a user is trying to navigate 
away and present a relevant offer or incentive”. Similar to 
ChatGPT, Gemini also did not include any warnings or disclaimers 
to inform about the DD patterns incorporated in the output or 
potential negative impact of the generated design. 

When prompting Claude 3.5 Sonnet, we observed that it created 
websites employing Scarcity and Popularity Claims, Manipulating 
Choice Architecture, Social Proof, Urgency and Shaming, as displayed 
in Table 5. In most cases, the number of DD patterns in the results 
from Claude 3.5 Sonnet is equal or lower compared to GPT-4’s 
results, as displayed in Table 4. Furthermore, we observed again, 
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that the number DPs increases with each level, e.g., in 130.prod-
uct.Claude the Lvl1 result employs just one low-level pattern (First 
Place Positioning), while the Lvl3 result has dynamic behavior and 
six DPs, see Table 4 and Figure 7. 

The in-text answers given by Claude 3.5 Sonnet explain its 
code changes and what the changes aim to achieve, e.g., “Clearly 
communicate the benefits of signing up” and “Use psychol-
ogy (scarcity, social proof, reciprocity) to encourage 
sign-ups”. Claude 3.5 Sonnet is the only model we tested, which 
explicity warned the user regarding ethical and legal considera-
tions. In dataset 26:sign-up:Claude, Claude 3.5 Sonnet implemented 
and explained “several aggressive tactics to increase 
newsletter sign-ups”, but also bid the user in-text to consider 
“User Experience”, “Legal Compliance”, “Long-term Effects” 
and “Ethical Considerations”. While user experience was con-
sidered multiple times, e.g., “However, I’ll maintain a balance 
to ensure the site remains usable and doesn’t feel 
overly pushy”, this was the only instance, where we observed 
explicit warnings of that kind. 

Summary. Our preliminary study shows that both Gemini 1.5 
Flash and Claude Sonnet 3.5 show similar behavior. We conse-
quently deduce that the generation for DD patterns is a problem 
reaching beyond ChatGPT’s specific implementation and training 
data. This indicates that LLMs per se might worsen the prevalence 
of DD patterns, which requires immediate as well as long-term 
action. However, our study is preliminary, and our sample size is 
small due to our decision to focus on the market-leading LLM. We 
further discuss this aspect in Section 6. 

5 Discussion 
In the following, we want to reflect on three aspects of our findings 
that we consider important to discuss: (1) short- and long-term 
steps necessary for the training and usage of LLMs that generate 
code, (2) the concept of computational deceptive designs that we 
consider to be a potential upcoming and even more dangerous 
version of current DD, and (3) a reflection on the lack of perceived 
concerns of the users generating DD with automated tools and the 
potential legal implications. 

5.1 Short- to Long-Term Steps to Take 
Our data shows that ChatGPT, and likely other LLMs, actively 
suggest and implement DD patterns once asked to increase the like-
lihood of specific user behavior. We emphasize that our participants’ 
initial prompts can all be considered reasonable questions that do 
not require deceptive behavior; ChatGPT itself connected the neu-
tral prompts with DD patterns as the only possible way to increase 
the likelihood of reaching our fictitious shop’s business goals. On 
top of that, only 1 of our 20 participants received a weak warning 
regarding the implemented DD pattern: pre-checked options need 
“to be handled carefully to avoid negative reactions” 
(c29:sign-up). Therefore, our immediate call to action for OpenAI 
and their competitors is to start treating DD patterns similar to 
other illegal or unethical activities (e.g., tax evasion, cheating, scam-
ming, and constructing weapons). Using OpenAI’s already existing 
technical safety measures (e.g., pre-prompt preventing malicious 

prompts, excluding topics from the training data, labeling inap-
propriate content, reinforcement-learning from human feedback), 
ChatGPT should not have, implement, or propagate the knowledge 
of how to manipulate a user towards doing something a (potentially 
malicious) creator intends. 

To be able to sustainably avoid these types of deceptive abilities 
from LLMs in the future, we argue that it should not just be DD 
patterns and practices in their current form that are to be excluded 
and moderated inside of LLMs but all knowledge about mechanisms 
in interactive systems that one can leverage to cause users to behave 
in a specific way. Our data demonstrates that despite ChatGPT not 
having the ability to reason, it was able to correctly demonstrate 
the links between psychological and cognitive weak spots and how 
to leverage them in a user interface, e.g., to cause “a sense of 
urgency and FOMO (fear of missing out)” (c26:sign-up) or 
to “[build] trust with potential buyers” (c09:product). We 
know this is a complex and demanding request requiring dedicated 
debates in our research community – especially since it would also 
make LLMs lose the ability to optimize interfaces positively, e.g., 
by lowering entry barriers and increasing inclusiveness. However, 
once a model has a clear path from human psychology to actionable 
interface design, we become more vulnerable to manipulation. Our 
data is a first presentation of how such knowledge inside an LLM 
can be directly – in our case, even unrequested – generated and 
misused. This knowledge also creates the potential for a new type 
of deceptive design, which we discuss in greater detail in Section 
5.2: Computational Deceptive Designs. 

5.2 Computational Deceptive Designs 
DD patterns are often thought of as “interface[s] maliciously crafted 
to deceive users into performing actions they did not mean to do” [12]. 
Frequently, the emphasis lies on the knowingly and intentionally 
crafted aspect [35], which requires interaction designers to under-
stand human behavior [17] and to reapply this knowledge as a 
basis for malicious user interface designs that nudge users towards 
specific outcomes, e.g., to create urgency through limited stock 
prompts or high-demand messages to increase sales. However, in 
this paper, we observed that LLMs, specifically ChatGPT, can learn 
these underlying psychological mechanisms implicitly and embed 
them into an interface without the need of a designer to “mali-
ciously craft” [12] them. Adding to the already known propagation 
channels, e.g., design systems [19, 40] and designers’ deliberate 
choices [8], LLMs introduce new avenues for dissemination, not 
only through their ability for replicating and recombining existing 
and novel patterns but also because users might apply such patterns 
unintentionally or unknowingly whenever ChatGPT’s and competi-
tors’ generative capabilities are used without thorough assessment 
or respective safety mechanisms in place. In addition, such patterns 
could be personalized dynamically during the user’s encounter with 
respective interfaces based on the context of use, as it has been 
discussed in prior work [10, 47] and also implied in our research. 

We argue that these observations from prior work combined 
with our insights into how LLMs contribute to the propagation of 
DD patterns and related practices open up a new form of deceptive 
design that we call Computational Deceptive Designs (CDD). 
CDDs are not just automatically generated versions of established 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Krauß et al. 

Figure 7: The evolution of a product overview page: Lvl1 (left) and Lvl3 (right) versions of the same shoe shop. The HTML 
files were created in dataset 130:product. Claude using Claude 3.5 Sonnet. The Lvl3 version even contains a 40% off badge that 
changes position if the mouse cursor changes position. 

and known DDs but open up new threats because of their potential 
capability for 1) real-time creation and personalization of deceptive 
strategies that might also be tailored to a user’s behavior and emo-
tional state at the time of encounter, and 2) automatic generation 
and combination of (new) patterns and their potential adoption to 
new application areas. 

5.2.1 Real-time Creation and Personalization. When considering 
the current application of DDs, they are mostly generalized pat-
terns that assume that a certain percentage of the user population 
will follow an expected behavior [37]. However, generating real-
time patterns and embedding specific individual characteristics 
(e.g., knowing a user is under time pressure when using a digital 
service or platform) allows CDDs to be thoroughly optimized for a 
particular user [28, 37, 44]. One can imagine that a website could 
have an LLM running on its backend, and if said user is browsing 
their webshop, optimize the interface with a prompt like our partic-
ipants applied in the study: increase the likelihood of user X (insert 
parameters crawled from cookies and other information available) to 
buy ‘the Schu’. The resulting adaptation of the interface would be 
custom-tailored with a DD specifically optimizing the experience 
for a specific subgroup or a single individual. Compared to the 

current well-working UX practice of optimizing web experiences 
for more or less specific user groups, the consequences of such a 
targeted optimization might not only exponentially raise the suc-
cess of respective manipulations but also increase the severity and 
risks posed to individuals. So far, such personalized DD patterns 
could rarely be observed in the wild, according to Narayanan et al., 
“presumably because companies are busy picking lower-hanging 
fruits” [38]. However, our paper highlights that the fundamental 
mechanisms required for automated DD pattern generation and 
personalization are already in place and thriving. 

5.2.2 Automatic Generation and Adaptation to New Application 
Domains. The second concern arising from CDDs is their ability to 
apply the learned psychological connections with specific interface 
designs to start generating novel and, to this date, unknown DDs or 
subdue novel application domains through automated adaptation, 
e.g., transferring DDs stemming from 2D web social media to social 
VR platforms. 

After our study, we asked ChatGPT if it could create completely 
new types of deceptive designs that it does not know from its data-
base. After displaying a warning, it generated eight new pattern 
types (see Appendix A) that were, to some degree, modifications of 
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existing patterns but often had an additional new mechanism. At 
this stage, these patterns might not yet be implemented in some-
one’s service or website. Nevertheless, ChatGPT (and, according 
to our preliminary cross-validation study, also competing LLMs) 
demonstrates the potential threat of training an LLM with users’ 
psychological vulnerabilities. ChatGPT was able to articulate why 
each of the newly created deceptive designs could work and what 
such a design tries to achieve: 

Micro-Sense of Urgency. 
Description: Adding ultra-short timers on 
micro-interactions (like scrolling, swiping, 
or dismissing pop-ups), where users feel 
rushed to click a button they may not fully 
understand. The timer isn’t for something 
major like a purchase but for simple deci-
sions, putting low-stakes pressure on the 
user. Example: An app that says “You have 5 
seconds to swipe right for a free feature 
trial” with a countdown clock, making it 
hard to think through the choice. (ChatGPT, 
see Appendix A) 

Considering the progress that LLMs are expected to make in the 
near future, this ability would just become even more powerful, 
raising the question of whether we should avoid presenting psy-
chological and cognitive vulnerabilities to computational models, 
since, based on our insights, they would have the ability to optimize 
against them. 

5.3 Moral and Legal Consequences 
Summarizing our study and findings, the observed recreation and 
recombination of malicious design practices should not be surpris-
ing as “AI, like a mirror, tends to reflect the biased patterns present 
in its training data” [51] – especially in the e-commerce domain 
we investigated in our study where DD patterns are ubiquitous 
[34]. However, our study underlines the bigger issue of immoral 
design practices becoming an integral part of interactive technol-
ogy alongside with the lack of awareness or critical reflection of 
their creators [16, 29]. 

When our participants assessed the final website designs, the ma-
jority perceived the HTML files as morally sound despite them high-
lighting dubious practices like inventing fake reviews (p09:product) 
or dissatisfaction with some of the design choices (p130:product). 
Additionally, the majority of our participants gave high satisfac-
tion ratings, even emphasizing that no one “can manipulate the 
customers further to sign-up to the newsletter” (p29:sign-up). We 
explain some aspects of this disconnect from potential users and 
the respective impact the created websites might have based on 
Nelissen and Funk’s [39] work, in which they investigated how 
designers incorporate legal and moral values into their practice. 
Nelissen and Funk report that some of their participants argued 
with “clients who are unwilling to budge on requirements or a respon-
sibility to their employer to ’do as they’re told’ ” [39] when explicitly 
ignoring potential negative side effects of their design choices. 

Moreover, participants exhibited mixed perceptions regarding 
the authorship of the AI-generated designs. Some viewed Chat-
GPT as the primary creator due to its role in code generation. In 

contrast, others considered themselves as the creators, perceiving 
ChatGPT merely as a tool facilitating their creative process. This 
dichotomy reflects ongoing debates in AI ethics about whether AI 
systems should be regarded as autonomous agents or sophisticated 
tools [15]. The distinction is critical for the HCI community, as 
attributing agency to AI could lead to moral outsourcing, where 
individuals deflect responsibility onto the AI for producing DD 
patterns, thereby undermining human moral agency. In our study, 
most participants associated the responsibility for the outcomes of 
the AI-assisted designs to themselves. This aligns with the concept 
of moral autonomy, which says humans should maintain authority 
over AI systems to ensure accountability [11]. However, a minority 
attributed responsibility to the AI or its developers, highlighting 
potential ambiguities in responsibility ascription within human-AI 
collaborations. Such ambiguities can lead to responsibility gaps, 
where it becomes unclear who is accountable for the actions of 
potential generative AI systems [46]. 

The lack of critical reflection and concern mixed with an unclear 
attribution of responsibility as displayed in our study is another 
reason why we argue that providing LLMs with the ability to im-
pact users’ decisions through interface design has great potential 
to be abused. In the case of CDDs, warnings and disclaimers might 
no longer be effective if LLMs are explicitly used to generate DD 
patterns (see Appendix A), and it also does not answer the question 
regarding responsibility of preventing CDDs. However, in the con-
text we observed (e.g., a user asking ChatGPT to support them in 
optimizing a website), dedicated warnings and disclaimers might 
have been the correct way to get users into thinking about negative 
side effects of the generated design. 

Besides the moral questionable deceptive designs that we ob-
served in our data, we also found multiple patterns that violated 
current european law [14, 42, 45]. Specifically, the patterns on Social 
Engineering frequently generated false user engagement with fake 
reviews and fake comments. Several designs ChatGPT generated 
based on our participants’ neutral design prompts directly violate 
the usage policies of OpenAI: 

Don’t misuse our platform to cause harm by intention-
ally deceiving or misleading others, including: Gener-
ating or promoting disinformation, misinformation, or 
false online engagement (e.g., comments, reviews). 

In our study, we could not only observe fabricated data like tes-
timonials and customer reviews. ChatGPT also prompted users to 
promise free shipping and satisfaction guarantees in addition to 
loyalty programs, special offers, fake loyalty programs, and debat-
able misleading tips for personalizing the content of the proposed 
website. Other than DD patterns, such instances of strategies to 
lure users can also harm the shop owners themselves if they cannot 
back-up their claims for special prices and programs with actual 
services. 

6 Limitations and Future Work 
The participant sample we recruited exhibited bias in gender 
(skewed male) and country of origin (e.g., no participants from 
Asia). Whilst our focus was not on gender or cultural differences, 
with participants instructed to use neutral prompting throughout, 
future work should consider and further examine the influence 
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of demographics on prompting, as it would be reasonable to as-
sume that the LLM may respond differently to an overtly gendered 
prompt, or one that clearly originates from a non-Western cul-
ture. Moreover, demographics might influence acceptance or the 
interpretation of moral or legal risks. 

Further, our study results are based on a relatively small sample, 
limiting the feasibility of conducting statistical tests. Future work 
could benefit from a large-scale research activity with (semi-) au-
tomated website generation to increase the potential variability of 
identified patterns. Additionally, our research activity focused on 
investigating ChatGPT as the market-leading LLM application; we 
observed competitors only on the surface level; however, Section 4.4 
hints towards even greater potential of spreading DDs when com-
peting products are considered. Therefore, our research community 
can benefit from a dedicated analysis of ChatGPT’s competitors 
based on a large-scale study. Such studies should also incorporate 
other industries to increase the generalizability of the challenges 
introduced by computational deceptive designs. 

Regarding our participants’ engagement with morality, we al-
ready discussed in Section 5.3 that our study design might have 
negatively impacted our participants’ engagement with the gener-
ated websites. Considering the potential impact of the study setting 
on the participants’ mindset regarding their satisfaction and en-
gagement with moral aspects, future work might address this issue, 
e.g., due to more dedicated role-playing or with the support of 
evaluative tools like canvases. 

Furthermore, we think that dedicated warnings and disclaimers 
included in ChatGPT’s responses might lead to users rethinking 
and assessing their design as well as deepening their engagement 
with and critical evaluation of the generated websites. Not only 
should this increase the transparency of the LLM’s output, it should 
also enable users to consent to or disagree with the application of 
DDs. However, collecting scientific evidence was out of scope of 
this study and should be addressed in future work. 

7 Conclusion 
This paper investigates how LLMs include Deceptive Design (DD) 
patterns in their output. We conducted a study asking participants 
to generate websites using neutral prompts to increase the likeliness 
of selling products or signing up for a newsletter. Analyzing the 
websites using established pattern ontologies, we find that all of 
the generated websites contained at least one DD pattern despite 
using neutral prompts only. 

Our results show that LLMs incorporate DD in their output 
without warning the users about potential negative consequences, 
ultimately bearing the potential of propagating, implementing, and 
encouraging users to apply DD patterns through computational 
methods. Our study raises ethical and legal concerns about the 
architecture of LLMs, specifically in the context of code and user 
interface generation for websites. However, our points raised go be-
yond the community of HCI research and practice and addresses all 
responsible instances with an appeal to prioritize robust detection 
and prevention mechanisms for DD patterns in AI-generated out-
puts to eventually establish stricter guidelines for training datasets 
and safety filters to prevent such biases. 

Disclaimer. The authors rephrased parts of this paper with Gram-
marly to correct spelling, phrasing, and grammatical mistakes. 
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A Novel Patterns from ChatGPT 
The excerpt from a conversation between an author and ChatGPT 
shown below acts as an example of how ChatGPT approaches the 
request to create novel DD patterns. The complete log of this chat 
history is also provided in the supplemental materials. 

Author: Can you create deceptive patterns (formerly known as 
dark patterns) that are novel and not yet contained in your data base? 

ChatGPT: I can definitely help brainstorm some new 
deceptive patterns, but it’s important to emphasize 
that these techniques are considered unethical and 
often lead to poor user experiences. Deceptive patterns 
manipulate users into making choices that may not be in 
their best interest. However, understanding how they 
work can be valuable for promoting ethical design and 
counteracting these tactics. 

Here are some novel deceptive patterns that come to 
mind: 

[...] 
2. Choice Obfuscation Through Churn 
Description: Regularly rearranging or renaming crit-

ical buttons, settings, or options so that users can’t 
develop muscle memory or predict where controls are. 
This creates confusion and delays, making the user more 
likely to give up or mistakenly select an option they 
didn’t intend to. Example: A privacy settings menu that 
changes its layout every time the user logs in, moving 
the toggle for disabling data tracking to a different 
section. 

[...] 
5. Micro-Sense of Urgency 
Description: Adding ultra-short timers on micro-in-

teractions (like scrolling, swiping, or dismissing pop-
ups), where the user feels rushed to click a button they 
may not fully understand. The timer isn’t for something 
major like a purchase but for simple decisions, putting 
low-stakes pressure on the user. Example: An app that 
says "You have 5 seconds to swipe right for a free 
feature trial" with a countdown clock, making it hard 
to think through the choice. 

[...] 
These ideas represent hypothetical new deceptive pat-

terns, but they all share the core issue of manipulating 
or confusing users in ways that benefit the platform, 
often at the expense of user satisfaction or ethical 
interaction. Hopefully, understanding these concepts 

can help designers create more user-friendly and trans-
parent experiences. 

Author: Can you explain for each of those patterns how and why 
they work? 

ChatGPT: Sure! Let’s dive into how and why each of these 
deceptive patterns work, focusing on the psychological 
mechanisms behind them and their impact on user behavior. 

[...] 
2. Choice Obfuscation Through Churn 
How It Works: This pattern involves constantly chang-

ing the interface layout, especially key buttons or 
settings, making it difficult for users to navigate 
or locate familiar options. As the system constantly 
shifts, users may make mistakes or give up on finding 
a better option. 

Why It Works: It leverages decision fatigue. When 
users struggle to find their way through a constantly 
changing interface, they become overwhelmed and more 
likely to give up, making snap decisions that benefit 
the platform. For example, users might inadvertently 
agree to unwanted terms or miss out on important settings 
(like privacy preferences) because of confusion. 

[...] 
5. Micro-Sense of Urgency 
How It Works: The system imposes small, arbitrary time 

limits on user actions—such as scrolling through offers 
or swiping on a decision—making users feel pressured 
to act quickly, even when the stakes are low. 

Why It Works: This tactic taps into time scarcity 
bias, where users perceive time as limited and feel a 
sense of urgency to act before they’ve fully thought 
through their options. By creating a sense of artificial 
pressure, the system pushes users to make impulsive 
decisions, which often benefit the platform (e.g., up-
grading to a trial, making unnecessary purchases). 

[...] 
Each of these deceptive patterns leverages key psycho-

logical principles like confusion, urgency, reward-seek-
ing behavior, and delayed consequences. They succeed 
by creating subtle, often unconscious pressures on 
users, guiding them toward decisions that benefit the 
platform (often at the expense of the user). However, 
these tactics often lead to frustration, mistrust, and 
long-term harm to user experience, even if they provide 
short-term gains for the business employing them. 
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