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ABSTRACT
Exploiting emotions for user interface evaluation became an increas-
ingly important research objective in Human-Computer Interaction.
Emotions are usually assessed through surveys that do not allow
information to be collected in real-time. In our work, we suggest
the use of smartphones for mobile emotion assessment. We use the
front-facing smartphone camera as a tool for emotion detection
based on facial expressions. Such information can be used to reflect
on emotional states or provide emotion-aware user interface adapta-
tion. We collected facial expressions along with app usage data in a
two-week field study consisting of a one-week training phase and a
one-week testing phase. We built and evaluated a person-dependent
classifier, yielding an average classification improvement of 33%
compared to classifying facial expressions only. Furthermore, we
correlate the estimated emotions with concurrent app usage to
draw insights into changes in mood. Our work is complemented by
a discussion of the feasibility of probing emotions on-the-go and
potential use cases for future emotion-aware applications.
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Figure 1: Capturing facial expressions by using the smart-
phone front camera. Emotions can be accurately predicted
through the collection of contextual and facial data.

1 INTRODUCTION
People use their smartphone around 220 times per day in public and
private environments [20]. Recently, the role of the smartphone for
probing emotions has been investigated from different perspectives,
as researchers looked at the effects of usage on mood [34, 35, 55].
Especially the analysis of mood and emotional states from smart-
phone usage patterns [10, 44] was subject to previous research.
Affective computing [42] applications go beyond the desktop and
extend smartphones which have recently been explored for tapping
into the users’ emotional states. We see emotion recognition on the
brink of expanding into ubiquitous environments.

At the same time, improved sensing capabilities on smartphones
make it possible to obtain detailed insights on micro-interactions
humans perform in everyday life. This includes physical activity, be-
havioral patterns of interaction with the phone, app usage, location,
or sound levels. Such parameters can be correlated with perceived
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(a) (b)
Figure 2: Estimated emotions through facial expressions by OpenFace. The likelihood of the current emotion is determined
by evaluating facial patterns. For example, (a) happy persons are evaluated by detecting the high corners of the mouth, while
(b) low corners are a cue for sadness.

emotions and draw accurate predictions about the current mood. To-
gether with the aforementioned ability to assess users’ emotions, we
envision the smartphone as an emotion-aware companion. Affect
recognition sensors provide a holistic view of the users’ emotions
in an unobtrusive and automated way. For example, emotions can
be recorded to enable users to reflect on their mood. Moreover, apps
can become emotion-aware, where contextual suggestions can be
provided depending on the current mood.

In our work, we utilize the frontal camera and the recording of
the current app use to gain insights into emotional states elicited
by smartphone apps (see Figure 1). We developed a mobile-based
affect recognition application that analyzes facial expressions from
the frontal camera stream to detect six basic emotions [13, 15]
(see Figure 2). In a field study (N=12), we collected a corpus of
subjective mood information using experience sampling as well as
facial expressions along with app usage behavior. We used the facial
expression data with app usage information to train user-dependent
classifiers, achieving an overall improvement of 33% in classification
accuracy compared to evaluating facial expressions without app
usage data. In the testing phase of the study, we tested the classifiers
with eight out of the original twelve users in their daily lives and
conducted interviews. We analyzed the collected data and together
with the qualitative findings, we discuss the feasibility of on-the-go
emotion detection and potential use cases.

CONTRIBUTION STATEMENT
Our contribution is threefold: We (1) present a mobile-based emo-
tion detection system based on the open-source OpenFace plat-
form [3]. We (2) perform a two-week field study consisting of a one-
week training phase for an emotion predicting classifier that takes
facial expressions and current app usage into account. The classi-
fier is evaluated in a one-week testing phase to prove its efficiency.
Finally, we (3) discuss how emotion-aware mobile applications can
be built by temporally probing emotional states.

2 RELATEDWORK
Recognizing and inferring affective states was subject to prior re-
search. We provide an overview of (1) facial expression emotion
recognition and (2) currently available affective systems.

Figure 3: Six basic emotions defined by Ekman et al. [11, 16].
Amodified version of OpenFace [3] uses the front camera to
detect landmarks on faces as indicator for emotions.

2.1 Assessing Emotions by Facial Expressions
Deriving the mood of users utilizing facial expression recognition
is a compelling topic that has been addressed by previous research.
Since the interpretation of facial expressions depends on the gen-
der [14] and is different across cultures [47], emotion recognition
is challenging for researchers. Ekman et al. [11, 16] state that a
connection between emotions and facial expressions exists. They
recorded facial responses while enforcing different emotions (see
Figure 3). Picard et al. [43] state, that this kind of emotion detec-
tion is crucial regarding emotional intelligence, and thus, describes
emotion-sensing as a component that has to be included in ma-
chines. However, the underlying trained model uses facial expres-
sions that were expressed intentionally to improve the classification
accuracy, resulting in unnatural expressions for perceived emotions.
Hess et al. [25] found that aside from underlying emotions, the so-
cial setting has a strong impact on facial expressions. The sociality
of the situation, the relationship between expresser and audience,
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and the intensity of stimuli all affect facial expressions. Recently, re-
searchers started investigating mobile facial expression recognition
platforms. Filho et al. [19] created and tested their prototypical mo-
bile phone application recognizing smiles via the front camera in a
preliminary study. For the face and emotion recognition, they used
Orbeus ReKognition API1. Other platforms, such as OpenFace [3],
Fraunhofer SHORE [46], or the AFFDEX SDK [39] provide ready
to use frameworks for recognizing six basic emotions defined by
Ekman and Oster [15] using RGB data only. Advances in machine
learning have also largely benefited the area of emotion recognition
through facial expressions. Neural networks improved the classifi-
cation of emotions for individuals [9, 21] or were trained to detect
single emotions with high accuracy such as pain [45].

2.2 Affect-Aware Systems
Affect-aware systems can be split into awareness and adaptive sys-
tems. Awareness systems detect emotional states and either display
them back to the user in some form [38] or share the state with other
people. The main focus of these systems is to provide feedback rea-
sonably. Adaptive systems, on the other hand, use emotional user
states as system input and introduce adaptive changes depending
on the state. The rise of ubiquitous sensing technologies enabled the
development of affect-aware systems. Researchers explored using
emotional states to control games [40], in education [4, 54], or to cre-
ate seamless communication channels to exchange emotions with
others [5, 6, 19]. Ängeslevä et al. [1] used facial expression recogni-
tion while writing emails to communicate contextual cues. Recent
emotion-aware systems explored the pairing of sensing modali-
ties. For example, McDuff et al. [38] developed an emotion-aware
desktop-based system that collects emotion information through
sensory data. Besides detecting emotions, a personal dashboard
visualized the evaluation in correlation to the user’s context which
enhanced emotional memory and reflection [38]. El Kaliouby et
al. [18] explored the idea of an emotional prosthetic which gives
continuous feedback about emotions and helps in reflection and
interpretation. Stahl et al. [51] created an affective diary for reflec-
tion from data collected from the user’s mobile phones, body-worn
sensors, and hand-written entries. Researchers also explored the
use of smartphones as emotional probes and means of sharing ex-
pressed emotions with others. Olsen and Torresen [41] analyze
accelerometer data to derive currently experienced emotions. Fur-
thermore, Shapsough et al. [50] analyze emotions through the user’s
typing behavior in a mobile context. Church et al. [5] designed a
proof-of-concept mobile app for in-situ sharing of emotional states
between friends to increase awareness and enhance communica-
tion [5]. Cui et al. [6] created a mobile system which records frontal
camera video reactions to photos being exchanged between users.
They found that these emotional video responses support light-
weight phatic social interactions. Other researchers investigated
the augmentation of communication apps on smartphones or the
desktop with emotions sensed explicitly or implicitly using wear-
able sensors[17, 22, 33]. Furthermore, researchers were concerned
with mapping basic emotions into vector space representations [36].
This enables deeper analysis and comparison of emotions among

1Has been replaced by Amazon Rekognition - www.aws.amazon.com/rekognition -
last access 2020-05-31

individuals. Recently, methods for collecting experience samples
in the wild were presented [24]. Adaptive affective systems use
the detected emotions as input for system adaptation. Maat and
Pantic [37] created GazeX, a multimodal affect sensitive adaptive
system which uses facial expressions, eye gaze, and desktop logging
to adapt the system and support users in the workplace. Dingler
et al. [10] built an application that detects moments of boredom
during smartphone usage to help users learn languages. Schrader
et al. [49] introduced approaches for integrating emotion in de-
veloping game dynamics. In human-robot interaction, Tielman et
al. [52] investigated a setup in which a robotic agent gave adaptive
emotional feedback to children in different situations based on their
emotional state.

Detecting emotions as a basis for adaptive user interfaces or to
analyze human behavior has been extensively researched. However,
means for detecting emotional states inmobile settings by analyzing
facial expressions and app usage only has received little attention.
We close this gap by presenting and evaluating our concept of
individual emotion recognition using the smartphone front camera
and app usage data.

3 FIELD STUDY
We conducted a field study to assess the feasibility of probing emo-
tions in-the-wild through the frontal camera and app usage. We
collected emotions as extracted by a version of OpenFace that runs
on Android. To collect data for classification and evaluate our ap-
proach, we divided the study into two phases. In the training phase,
facial and app usage data from participants are collected to train a
person-dependent classifier. We have chosen a person-dependent
approach since facial expressions and experienced emotions are dif-
ferent among individual persons [12]. The testing phase comprises
the installation of the person-dependent classifier to evaluate its
emotion prediction performance. The duration of each phase is one
week and the total duration of the study is two weeks (see Figure 4).

3.1 Apparatus
We used the facial expression recognition platform, OpenFace2 [3]
from Baltrusaitis et al. as an emotion detection library for Android.
OpenFace is publicly available and enables efficient facial expres-
sion evaluation on mobile platforms using the front camera only.
OpenFace is able to predict the probability of the six basic emotions,
as defined by Ekman and Oster [15], by analyzing facial expressions.
These are happiness, sadness, surprise, fear, disgust, and anger.

We first adapted the platform towork on specific Android devices
with version 5.03 and up. The application streams data from the
frontal camera at a rate of ten frames per second to save computing
power and reduce battery consumption. Data is only collected when
the display of the smartphone was turned on and the face of the
user is detected. Thereby, the frontal camera was turned off when
the screen was turned off. Facial expressions were only collected
when the user’s face was turned towards the smartphone screen.
OpenFace calculates an attention score, a metric that correlates
with landmarks and eye contact between user and smartphone
display, which is used to detect if a user is looking towards the

2www.github.com/TadasBaltrusaitis/OpenFace - last access 2020-05-31
3Android Lollipop

www.aws.amazon.com/rekognition
www.github.com/TadasBaltrusaitis/OpenFace
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Figure 4: Timeline of the whole experiment. The training phase comprised the collection of training data and experience
samples. A person-dependent classifier is built afterwards, which is evaluated in a testing phase.

Figure 5: Experience sampling probe about the users’ cur-
rent mood. Participant made a binary selection of multiple
emotions which were close to their current mood.

smartphone. With this, we avoid recordings were the users’ face
is partially detected but does not pay attention to the displayed
content. Figures 2a and 2b show facial expressions detected by the
mobile application such as happiness or sadness with an attention
score over 50%. In addition to the collected emotion predictions from
OpenFace, the current app usage was collected. All data is logged
locally and no images are stored or sent to external servers. The app
runs as a background service to prevent user interventions, such
as manual shutdowns or reboots. To collect ground truth about the
currently experienced emotions, participants receive an experience
sampling probe notification every 15 minutes. The notification
asks them to rate their current emotion for each of the six basic
emotions in addition to a default emotion neutral (see Figure 5). All
facial data which was gathered within the current uptime of the
smartphone screen was labeled with the rated emotion. However, as
smartphones may be used for a long duration at a time, we limited
the labeling of facial data to the first 15 minutes after answering the

experience sample questionnaire. With this, we intended to avoid
incorrect labeling due to changes in emotions. Samples that were
collected during the experience sampling probe were discarded as
we did not want to include facial expressions while answering the
experience sampling probe. Furthermore, the experience sampling
probe instructed participants to rate their experienced emotions for
apps they have used recently excluding the experience sampling
probe.

3.2 Participants and Procedure
We recruited twelve participants to take part in the field study
(six female, 21–45 years, M = 26.92, SD = 5.94). All participants
had smartphones running with at least Android 5.0. Participants
were recruited through acquaintances, colleagues, and university
mailing lists. They received 20 Euro for participating. The overall
duration of the study was two weeks. In the following, we outline
the procedure of the training phase and testing phase.

3.2.1 Training Phase. We explained the purpose of our study and
the data being logged. Furthermore, we explained that all data
is recorded locally and is not stored remotely. We also explained
that participation is voluntary and that they can abort the study
at any time. Participants then signed an informed consent form
and provided demographic data. Afterward, the application was
downloaded to their phones. We explained how the Android app is
used and we showed the participants how to fill in the experience
sampling questionnaire. Afterward, we showed participants where
the logs are saved on their phones and asked them to return to our
lab again after one week to collect the gathered log files and conduct
short semi-structured interviews to conclude phase 1 of the study
(training phase, see Figure 4). This included questions about their
experiences with the app and how much they think it affected the
overall functionality of their smartphone. Two participants aborted
the study during the training phase.

3.2.2 Testing Phase. Out of the initial twelve participants from the
training phase, eight participants took part in the second week of
the study phase which is the testing phase (four female, 21–45 years,
M = 26, SD = 3.08). We asked participants again to come to our
lab and to reinstall the app on their smartphones. However, this
time the app included their person-dependent classifier model. Four
participants dropped out for the testing phase due to a low number
of experience samples (N = 3) or personal absence (N = 1).
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Participant Emotion Samples Experience Samples Number of Instances F1 Score F1 Score with App Usage

1 10,774 89 10,735 .94 .97
2 21,154 280 20,909 .68 .77
3 6,936 37 6,905 .70 .79
4 14,249 46 14,049 .56 .72
5 2,777 12 2,777 .66 .82
6 25,778 107 25,777 .57 .69
7 2,838 23 2,838 .81 .88
8 3,430 42 3,425 .75 .83
9 6,249 94 6,079 .61 .70
10 4,717 88 4,714 .58 .71
11 3,368 19 3,368 .71 .82
12 5,459 27 4,775 .83 .87

Table 1: Emotion samples, answered experience samples, and F1 scores of a cross-validation (𝑘 = 10) per participant collected
during the training phase. We removed participants P5, P7, and P11 from the testing phase due to a low number of samples.

Before starting the testing phase, we explained the new app to the
participants and showed them that they will be prompted with the
same experience sampling method as in the previous study. How-
ever, this time we do not use a fixed time window of 15 minutes to
ask the participants about their current mood. Instead, we trigger
the experience questionnaire when 25 frames of the same classified
emotion were counted regardless of the time frame. The overall
duration of the testing phase was one week. Afterward, we met with
the participants in our lab to conduct semi-structured interviews
about events they experienced in the last week which could have
affected their emotional perception and overall experience with
the app. Overall, we collect the user experience sampling probes,
emotion samples as assessed by OpenFace, and emotion prediction
outcome from our trained classifier which used the OpenFace emo-
tion labels and currently used application information as features.

3.3 Training Phase: Emotion Classification
Participants who aborted the training phase were removed from
the training phase analysis. Hence, data of twelve participants were
used for further analysis. In total, we collected 864 experience sam-
pling questionnaires and 107,405 facial expression samples through
OpenFace. We used the collected data to train person-dependent
classifiers. using facial expressions and app usage as features.

3.3.1 Data Preprocessing. We performed several steps to clean the
data before training a classifier. To label the data points with ground
truth emotion labels, we used the same defined time frame of when
the screen was turned on until the experience sampling took place
or full 15 minutes of facial data if the smartphone was used for a
longer duration. For the currently used application, we labeled the
data with the current open Android activity. No data was collected
when the smartphone screen was locked. With this, we avoided
the pollution of data during short smartphone interaction time
frames that are not related to the currently perceived emotions of
our participants.

3.3.2 Evaluating Emotion Prediction. As emotions are highly person-
dependent [8, 12], and the fact that our system is intended to run
on users’ phones, we chose to train person-dependent classifiers
for emotion recognition from facial expressions and logged data.

The features used to train the classifier were the measured facial
expressions for a maximum of 15 minutes after every experience-
sampling probe and the currently used app on the smartphone. Data
were only collected when the smartphone screen was unlocked
and an experience sample questionnaire was filled. Interrupting
the data collection, by for example locking the smartphone screen,
quit the current data collection session until answering the next
experience sampling questionnaire. We use the six basic rated emo-
tions and neutral as class labels. The experience sampled emotions
served as ground truth. For each participant, we evaluated the
performance of two classifiers: one that included only the facial
expressions retrieved from OpenFace as a feature, and one that com-
bined the two features: facial expressions and used application. We
use random forests to train the person-dependent classifiers since
random forests are computationally more efficient compared to
other training methods such as deep neural networks. Furthermore,
random forests can be easily applied on mobile platforms without
the need for high computational demand or a network connection
to exchange personal data with a server that calculates a model.
Our model results in instances with seven features, which are the
probability of all six basic emotions and neutral as determined by
OpenFace, and instances with eight dimensions using the current
app usage in addition to the seven emotional metrics raised by
OpenFace. Unlabeled data was not used for training. Therefore,
a different number of instances was defined per participant. We
conducted a person-dependent cross-validation (𝑘 = 10). Thus, the
data was randomly partitioned into ten folds. Nine folds were used
for training, while the remaining fold was used for evaluation. The
number of iterations was set to 100 and the minimum variance
for splits was adjusted to 0.001. This procedure was repeated ten
times per participant and accuracies were averaged. Additionally,
we calculated the averaged F1 score from each fold. The average
F1 score was .7 (SD = .1) when considering facial expressions only
and .79 (SD = .08) when training facial expressions in combination
with app usage. Thus, higher F1 scores are found when considering
app usage as an additional feature. Table 1 provides an overview of
F1 scores with and without app usage per participant.
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Emotion User Rating Facial Expression Facial Expression
Classification

Anger 10,267 41,731 11,801
Disgust 3,713 4,670 5,772
Fear 937 9,692 932
Happiness 98,720 73,607 104,966
Neutral 327,118 150,323 254,478
Sad 31,433 94,913 29,500
Surprised 4,706 34,585 2,072

Table 2: Number of classified emotions per sample. We com-
pare the collected samples of user ratings, facial expressions,
and facial expressions using classification with app usage.
The number of classified emotions taking app usage into ac-
count approximates the number of samples by user ratings.

3.3.3 Limitations. The training phase only lasted for one week.
While that is suitable to detect a variety of emotions, data col-
lected over a longer period may increase accuracy as well as allow
a broader set of emotions to be considered – in particular, such
that occur rather rarely and for short amounts of time. To show
the feasibility of mobile emotion classification, we started with a
small sample size to control the effects of causalities. Furthermore,
we have only considered emotional probes at specific time inter-
vals instead of a continuous data stream. Also, participants might
have been aware of the study intention and provide supportive
experience sampling probes to support the results.

3.4 Testing Phase: Evaluation in the Wild
We used the same app from the training phase but encapsulated the
machine learning model for the individual eight participants who
continued in the testing phase. The model continuously evaluates
facial expressions in combination with currently used application
data. For the testing phase, we tested (1) if our classifier yielded
comparable results to those of the training phase, and hence test
the feasibility of continuous emotion detection over a period of
time with the same trained classifier and (2) to again compare the
outcomes of using only facial expressions versus adding contex-
tual information (e.g., app usage) to classify emotions in the wild.
We cleaned the data using the same processing pipeline as in the
training phase. We then analyzed the number of recorded facial
expressions data samples to compare the user ratings with the out-
comes of facial expressions only from OpenFace and the overall
classification results with the application used as an additional
feature. We compared the user ratings with facial expression only
and the trained classifier. We find that facial expressions including
app usage show approximately the user rating compared to using
facial expression only (see Figure 6 and Table 2). We analyzed the
user ratings and estimated the facial expressions per participant to
investigate the overall performance between classifier and using
facial expressions only. Comparing the user ratings of the testing
phase with the facial expressions only and classification of facial
expression together with app usage results in an improved predic-
tion of emotions. Averaging the classification results in a prediction
accuracy of 33% (SD = 20.91) for using facial expression only and
66% (SD = 20.91) when combining facial expressions with current
app usage, hence resulting in an improvement of 33%.

Anger Disgust Fear Happiness Neutral Sad Surprised
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Figure 6: The number of classified emotions taking app us-
age into account approximates the number of samples by
user ratings. These results are representative for the states
Happiness, Sad, and Neutral due to a sufficient sample size.

3.5 Emotions and App Usage
We conclude that including contextual information such as app us-
age can lead to better emotion predictions. Recent research showed
that emotions and specific apps, such as social media apps, can alter
emotions into sustainable changes [7, 48]. This can be caused by
a reward feedback loop, where the human brain recognizes social
media rewards (e.g., likes or shares), as a rewarding event. This can
train and alter the typical brain behavior [48].

To find which apps cause specific emotions, we grouped the
logged apps into categories, comprising Games, Messaging, Social
Media, and Browser applications. Games describe all applications
which required participants to be interactively involved in an ob-
jective. Messaging contains all apps which enable direct or group
communications with specific known persons. Social Media com-
prises all apps which enable personal content to be shared with a
larger group of people to which they can respond (e.g., Facebook,
Instagram, LinkedIn). Finally, Browser apps describe apps running
in a browser, where generic content is displayed. Table 3 shows
an overview of user ratings when using a specific app from one of
the previously mentioned app categories. Neutral was rated very
frequently. Happiness and sadness were rated more often than anger,
disgust, fear, or surprise. Generally, people perceived happiness or
sadness frequently when using messaging or social media apps.

3.6 Qualitative Feedback
We present the qualitative feedback collected from the one-hour
semi-structured interviews conducted after the training phase and
testing phase. We asked participants several questions related to
their general behavior with the phone, privacy perceptions, and
suggested use cases for emotion-awareness on smartphones. All
participants stated they did not have major privacy concerns since
they knew that the actual images were not saved either locally
on the smartphone nor on an external server. Two participants
stated that they did cover the camera intentionally or did not take
the phone with them in sensitive contexts such as going to the
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Category Anger Disgust Fear Happiness Neutral Sadness Surprise

Unique 26 6 5 259 787 55 6
Ratings

Browser 2 0 2 55 170 9 4
Games 0 0 2 28 150 6 7
Messaging 21 5 5 183 508 39 6
Social Media 12 8 1 95 350 45 1

Table 3: Emotions rated by participants per app category.
The unique ratings represent cases in which participants
provided a vote for a single emotion in the questionnaire
within any of the app categories.

bathroom (P2, P6). Only three participants mentioned that they told
the people around them, such as partners, siblings, and colleagues
at work about the app. When we asked participants about their
perceived emotions in relation to the apps they used every day, we
got varying feedback which we compared to the outcomes from
our classifiers. Two participants stated that they felt happy when
scrolling through different social media platforms such as Facebook,
Instagram, and YouTube (P1, P2, P4, P5), where they experienced
a whole lot of emotions while using communication apps such as
WhatsApp. Participants stated that the experience sampling probes
often recorded their "reaction" to a certain application of activity
rather than the current overall mood they are in (P3, P5). They also
stated that the experience sampling made them really think of their
current emotions and try to correlate it with various contexts (P3).

4 DISCUSSION
We discuss our findings from the study in terms of feasibility when
it comes to detecting emotions inmobile settings.While considering
contextual parameters, such as app usage, we train a classifier and
show that the classified sample points approximate the user rated
sample points compared to evaluating pure facial analysis.

4.1 Contextual Emotion Classification
Much of the research in emotion classification using facial expres-
sions and partly in combination with other sensors was done in lab
setups [28]. Few research projects attempted to further push the
limits of emotion recognition by assessing its feasibility in natural
and uncontrolled setups [39, 53]. The effects of other surrounding
conditions that are present in the natural environment of ubiquitous
computing usage need to be assessed as a step towards emotion-
aware systems, providing users with an added value in their lives.
Through our work, we found that it is feasible to collect meaningful
facial expression information and contextual data from the mobile
phone in an in-the-wild setting which enabled emotion detection
on mobile phones. Compared to using facial expressions only, in-
cluding app usage yielded a higher accuracy for most participants.
Facial recognition in combination with current app usage shows
that more sample points are assigned to emotion instead of neutral.
We imply that the collected samples approximate the user rated
emotions. We believe that the classification towards an emotion
rather than neutral can be improved with more training data. We
do not claim to predict the current emotion a user perceives while
using a certain app. However, the questions that arise from these
findings is whether users open up a certain application when they
are in a certain state, or the users feel a certain emotion while

they are using a particular application. Testing this hypothesis in
future work would bring us a step closer to ubiquitous emotion
recognition in the wild.

4.2 Feasibility of Mobile Emotion Recognition
Based on our results, real-time emotion recognition through fa-
cial expressions is feasible and provides interesting prospects for
creating new affect-aware systems. Whereas camera-based facial
detection still suffers from drawbacks due to occlusions and light
conditions, through our studies we collected a large amount of
data in a short timespan that still enabled us to obtain acceptable
accuracies for detecting emotions. Also, recent studies showed that
although users’ faces are not always fully visible inmobile scenarios,
a full face is visible around 30% of the time [26, 27]. Furthermore, we
expect that these issues will be mitigated through the integration
of depth sensors in smartphones.

Since emotions do not change frequently within short periods,
obtaining accurate classifications at points where the user is in a
context suitable for detection is feasible. However, we found that
certain emotions can be scarcely identified through our application.
These include anger, disgust, fear, and surprise. Our participants
stated that they hardly felt these emotions during the study, hence
we did not have enough data points for a thoughtful comparison.
Determining the emotions mentioned above require often unusual
facial movements to be recognized. Our results show that some
emotions were perceived, but not detected by the app using facial
evaluation and current app usage alone, such as anger and surprise.
Although we were able to increase the emotion detection accuracy,
a training phase is required. This can be achieved by evaluating
emotions in the background during regular app usage while probing
emotional states. If the confidence of the classifier reaches a thresh-
old, apps can become emotion-aware and increase their accuracy
by facilitating reinforcement learning.

4.3 Future Work
We plan to provide an enhanced version of our app on a software
distribution platform to gather more data for analysis purposes.
We want to provide a general classifier with apps that adapt their
content based on the user’s mood. For example, a game or news-
paper app can change displayed content based on the currently
measured mood. This can have a direct influence on the collected
emotions and hence the classifier accuracy and can be avoided by
building classifiers which are being continuously enhanced. In a
future study, the outcome from the classifier can be compared di-
rectly to the subjective feedback from the user and, if it was a false
classification, the new instance would be added and used to retrain
the model. This ensures a continuous enhancement of the overall
classifier accuracy. Since the 15-minute time window between the
collection of ground truth labels poses a limitation of our work,
we will leverage novel unobtrusive strategies to collect experience
samples during smartphone usage [56]. We will further utilize other
emerging physiological measures to extend the contextual space of
emotion classification in-the-wild, such as eye tracking [29, 30] and
brain-computer interfaces [32] for workload assessments as well as
electrodermal activity for arousal measurements [2, 31]. Finally, we
consider the use of deep neural networks to train facial expressions.
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Cost-intensive training through deep learning can be calculated
and downloaded remotely from a server. However, this has to meet
privacy regulations as personal data regarding facial expressions
and app usage would be uploaded to a foreign cloud service.

4.4 Use Cases for Mobile Emotion Detection
We present several use cases for inferring emotional states on mo-
bile devices using the insights we collected from the user study.

4.4.1 Personal Ubiquitous Affective Diaries. The idea of having
affective diaries for reflection has been explored and captured the
interests of several researchers [18, 38, 51]. Through our studies,
we found that using the frontal camera of the phone holds a lot of
potential for creating an emotional prosthetic without augmenting
the users with further sensors. This has also been mentioned during
our interviews where users stated that a tool for self-reflection
would be an interesting way for emotion regulation.

4.4.2 Content Adaptation. In the vision of a fully context-aware
system, adaptivity is always a discussed topic. In the case of affective
systems, as we charted in the background section, very few systems
provided users with adaptive content based on their current status.
Through our explorations, we find that such a system indeed would
have an added value for users. For example, our users stated that
filtering our content that is known to make them feel sad, or angry
is a desired feature. An emotion-aware mobile phone can choose
which apps a user could preferably use to elicit a certain mood.

4.4.3 Seamless Emotion Sharing Channel. Sharing emotions on the
go has taken many forms in recent years – from text to emojis,
videos, GIFs, and stickers, to the concept of “liking” on social media
which has recently even advanced to a full list of possible emo-
tional reactions to a post. This, coupled with findings from recent
research [23], shows the interest in sharing emotional information
with other users implicitly and explicitly. Several users stated that
this can serve as a warning system to share emotions with others.

5 CONCLUSION
This paper presents a field study that uses a smartphone app to
analyze facial expressions and current app use to build a classifier
that predicts emotional states in mobile settings. In a testing phase
of our study, we show the feasibility of our approach for certain
emotions using a person-dependent classifier. Our results show a
33% improvement regarding emotion classification when consider-
ing the analysis of facial expressions combined with app use. We
discuss potential use cases that arise from our work and the ability
to use the phone as an emotion-aware companion. We believe, that
the classification of facial expressions in combination with con-
textual data will lead to emotional prosthetics which enable users
to reflect, adapt, and communicate emotions with mobile devices
as well as with their relatives. We publish the source code of our
application to foster research in this area4.
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