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Figure 1: Augmented workspace in the context of electrical
engineering. In-situ projections augment and trace objects as well
as track user actions.
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Abstract

Digital interaction with everyday objects has become pop-
ular since the proliferation of camera-based systems that
detect and augment objects "just-in-time". Common sys-
tems use a vision-based approach to detect objects and
display their functionalities to the user. Sensors, such as
color and depth cameras, have become inexpensive and
allow seamless environmental tracking in mobile as well as
stationary settings. However, object detection in different
contexts faces challenges as it highly depends on environ-
mental parameters and the conditions of the object itself.
In this work, we present three tracking algorithms which
we have employed in past research projects to track and
recognize objects. We show, how mobile and stationary
augmented reality can be used to extend the functionalities
of objects. We conclude, how common items can provide
user-defined tangible interaction beyond their regular func-
tionality.
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Introduction

Augmenting common items with digitized content to extend
their functionalities has been the focus of past research in
the domain of tangible user interfaces [9]. Thereby, objects
are tracked by a system that displays visual cues or extends
the functionality of the object itself [10]. By rotating, reposi-
tioning, or placing objects in defined positions, user-defined
actions can be triggered. Thus, common items are aug-
mented by functionalities which they do not implement by
themselves.

Two modalities to display such augmented content have
emerged. Smart glasses, such as the Microsoft HoloLens',
enable mobile use of augmented reality to display addi-
tional supporting content [4]. Furthermore, in-situ projection
systems enable the augmentation of stationary worksta-
tions that can be used for practical exercises (see Figure 1).
While smart glasses are preferred in a mobile context, in-
situ projections are suitable for stationary settings. While
mobile augmentation was preferred during practical physics
exercises that required mobility of their students [18], indus-
trial use cases [5] and social housing organizations [14, 15]
found stationary settings more suitable. Furthermore, em-
ploying object augmentation provides cognitive alleviation,
which has the potential to boost overall user performance
and productivity [11, 12].

Both modalities use camera-based systems to recognize
objects and enrich them with additional content. However,
seamless object detection and augmentation poses chal-
lenges for different use cases. In this work, we present
object detection strategies we employed in past research
projects to enable object detection and augmentation. We
discuss the advantages and disadvantages of different
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Figure 2: Object detection using SURF. The positioned object is
compared to a reference image. Feature extraction, such as
provided by the SURF algorithm, shows the similarity of the
image. (a): Correct positioned image. (b): A rotated object does
not guarantee that it will be detected relative to the reference
image.

object tracking modalities. Finally, we present how user-
defined tangibles from everyday items can be created by
augmenting them with in-situ projections. We conclude with
challenges that have to be considered when integrating
ubiquitous object augmentation.

Object Tracking

To enable interaction with common items, suitable tracking
systems and algorithms need to be employed. In the fol-
lowing, we present three object tracking strategies we have
employed in past research.

SURF

The Speeded Up Robust Feature (SURF) algorithm [3] en-
ables to recognize points and areas of "interest" in images.
Due to its efficient implementation, it enables the process-
ing of images in real-time. Thereby, the algorithm has been
used for object detection by comparing points of interest in
a captured image relative to a reference image [2]. SURF
can be employed with inexpensive hardware since it pro-
cesses color images. However, SURF is not rotation and
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Figure 3: Infrared pattern of a
Kinect v1 on a wooden plate [1].

perspective invariant. This requires objects to be in a simi-
lar position that is expected by a system (see Figure 2).

Depth Sensing

A depth sensor, such as the Intel Realsense? or the Kinect
v23, provide a 3D representation of objects that they are
pointed to. Objects are recognized by analyzing the shape.
Thereby, two relevant methods have emerged. The first
method uses a projected infrared pattern on a surface (see
Figure 3). Afterward, the depth sensor measures changes
in the perspective of the pattern. This enables to detect the
distance between infrared waves and allows a reconstruc-
tion of the 3D space on a surface [1]. The second method
uses a Time-of-Flight approach. Thereby, the round trip
time of an artificial light (i.e., infrared light) is measured
between the sensor and a point on the surface. When the
reflection of the light is captured, a 3D representation on of
the surface is created [8].

Depth sensing is insensitive to lighting conditions. However,
changes in perspective and rotation of objects may affect
the overall detection quality. Thus, depth sensing is suitable
for use cases where objects reside in stable positions.

You Only Look Once

The algorithm "You Only Look Once" (YOLO) is a deep
learning approach to detect objects regardless of their per-
spective and position [17] (see Figure 4). It applies a single
neural network on an image that detects features in bound-
ing boxes after clustering their properties. By evaluating
those properties, a probability of a correctly detected ob-
ject is calculated. While YOLO represents a robust real-time
method to detect objects regardless of their positioning and

2www.intel.com/content/www/us/en/architecture-and-technology/

realsense-overview.html - last access 2019-05-17
3https://developer.microsoft.com/en-us/windows/kinect - last
access 2019-05-17

Figure 4: Using YOLO to detect objects independent from their
position. (a): Test image to evaluate a trained model. (b):
Detected objects using YOLO. A blue bounding box denotes the
detected objects.

perspective, it requires an extensive training set before-
hand. Furthermore, training a neural network on a large
data set requires time and, depending on the use case, fast
computational hardware to speed up the training process.

Object Augmentation

Objects can be used as a visual cue for interaction or inter-
action device itself. In the following, we show implementa-
tions of tangible object augmentation we have conducted in
the past.

Ambient Augmentation

After recognizing the type of object, cues can be used to
implicitly guide the user through a series of actions. Fig-
ure 5 shows an augmented workspace that uses in-situ
projection as a guide through a series of assembly steps.
By detecting the user’s action and items on the workspace,
in-situ projections are placed on the current relevant bin or
final spot for assembly. While boosting the overall perfor-
mance of workers in industrial environments [7], people with
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Figure 5: Augmenting a workplace using in-situ projections. (a): A
detected item selection bin is visually highlighted. (b): A projection
on the working area depicts the final position of an assembly part.

dementia and loss in memory benefit from in-situ projec-
tions [13].

User-defined Tangibles

Regular objects can be registered as user-defined tangible
that is made available for interaction [6]. For example, ro-
tating (see Figure 6a) or positioning (see Figure 6b) objects
can be used to change the speaker volume.

After registering the object, a series of options are made
available to the user. The user can choose to interact with
existing objects or register new objects. Such objects can
be everyday items which do not implement a logic. This
transforms objects into user-defined tangibles that are al-
ready around the user with just-in-time interaction.

Challenges and Future Work

Seamless object detection and augmentation in home and
workplace settings are prone to certain challenges. In this
work, we presented three strategies to detect objects and
augment objects. However, choosing the right detection
modality depends on the environment as well as on the
properties of the object itself. For example, a depth sen-

(b)

Figure 6: User-defined tangibles that use in-situ projections to
provide feedback. (a): Rotating a bottle similar to a knob. (b):
Using a pen as a slider [6].

sor will struggle to detect flat objects as they have scarce
3D properties. While a regular color camera can solve this
problem, it is sensitive to the overall environmental illumina-
tion. In future work, we want to combine the definition and
detection of user-defined tangibles by using an approach
that combines color as well as depth images [16]. Thereby,
a combination of depth and color data provides an approxi-
mation of object type.

Furthermore, privacy and ethical considerations have to be
taken into account. By using the presented camera-based
approach, public and private spaces are recorded during
user interaction. While users can give consent to process
the collected data in private settings, public spaces and
workplaces are more sensitive to privacy-related issues. In
future work, we want to investigate those ethical ramifica-
tions. Ultimately, we will investigate design guidelines that
explore how a camera-based approach can be conducted
while minimally invading the user’s privacy.



Conclusion

In this work, we present three strategies to detect objects
which we have employed in past research projects. We out-
line the advantages and disadvantages of each strategy
which we have encountered. We show how object detec-
tion and user-defined tangibles can be implemented to pro-
vide ambient or explicit interaction. Finally, we discuss chal-
lenges that have to be tackled before enabling seamless
object tracking in home and work settings. Since common
objects do not implement any logic, we believe that external
object augmentation paves the way for ubiquitous tangible
interaction at home, public spaces, and workplaces.
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