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Università della Svizzera italiana
Faculty of Informatics
Lugano, Switzerland
anton.fedosov@usi.ch

Tamara Müller, Benjamin Schopf, Marc Weise and
Albrecht Schmidt
Institute for Visualization and Interactive Systems
University of Stuttgart
Stuttgart, Germany
tamara mueller@outlook.com
benjaminschopf@web.de
marc.weise@yahoo.de
albrecht.schmidt@acm.org

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear
this notice and the full citation on the first page. Copyrights for components
of this work owned by others than ACM must be honored. Abstracting with
credit is permitted. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee. Request
permissions from permissions@acm.org.
NordiCHI ’16 , October 23-27, 2016, Gothenburg, Sweden
c© 2016 ACM. ISBN 978-1-4503-4763-1/16/10...$15.00

DOI: http://dx.doi.org/10.1145/2971485.2996747

Abstract
Interactive tabletops or projections became widely utilized
in schools, museum exhibitions or conference rooms to
teach and illustrate dynamic artifacts or support talks. In
such scenarios, all observers, such as pupils and teachers,
will perceive the same information even if they hold
different positions and could benefit from an adapted and
personalized view. We developed the UbiBeam++ mixed
reality software toolkit to enable augmentation of an
interactive projection surface using optical see-through
glasses. Our toolkit supports simultaneous presentation of
private, shared, and public content. Private and shared
content is registered in space and presented through a
head-mounted display, while public content is presented
by a projector. Our toolkit simplifies the development of
interactive projections with different visualization levels.
In a preliminary study, participants understood the
concept of personalized information space and appreciated
the presentation of additional information. Looking
forward, our toolkit supports the development and the
exploration of various scenarios not only limited to
teaching, presentations or games.
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Introduction
Interactive projections are set up in many places and are
often used to provide a simplified representation of
information in a collaborative scenario. In lessons,
teachers use projectors to explain subjects at school. In
museums, interactive projections invite visitors to explore
parts of the exhibition or certain topics. Another scenario
are interactive tabletops, which can be utilized to act as
collaborative and competitive games.

In most of these scenarios, each observer will perceive the
same information within the interactive projection surface.
However, it could be beneficial to provide personalized
overlays like 3D models, videos or other annotations. A
teacher for example could get additional content regarding
a subject to make sure that pupils understood the
context. In a competitive tabletop game, each player
could see their private items, such as cards or tokens, but
not the private items of their opponent. This can be
enriched by public items, which are visible by all players to
provide important global content.

Displaying private information on a shared display was
implemented by using modified shutter glasses [4, 6].
However, these systems only support a limited amount of
simultaneous users. Alternatively, a phone or a
head-mounted display (HMD) was used as a private
screen [4, 5] to display private content during
collaborative work or games. In these works, content is
presented aside the interactive tabletop and a focus shift
and indirect interaction is necessary.

Figure 1: Reference setup of UbiBeam++: A projector is
displaying public content, while an HMD provides shared and
private content.

Inspired by previous work of projector-based augmented
reality [1, 2], we developed a toolkit, which combines
optical see-through glasses with an interactive projection.
Thus, we can augment the projection with user specific
information. The combination of a projector with an
HMD enables three different display spaces consisting of a
2D public, 2D or, 3D private, and a shared display space.
In this paper, we present the UbiBeam++ toolkit which
synchronizes an interactive projected public display with
an HMD’s private stereoscopic display.

The UbiBeam++ toolkit allows the exploration of novel
interaction and visualization concepts in competitive



scenarios like games as well as collaborative scenarios,
which include teaching, gaming, and business applications.
As a proof of concept, we implemented a board game
with public, shared, and private elements. Furthermore,
we conducted a preliminary study to evaluate the user
experience of the system.

Figure 2: A user’s view onto the
game field through the HMD. As
the picture is taken trough the
developer view of the Meta1,
there is an offset of the 3D
content. This offset is corrected
by user-specific calibration when
wearing the HMD.

Figure 3: A picture of the users
view taken through the HMD.
The blue rectangle depicts the
field of view of the the Meta1
HMD. The surrounding content
in the periphery is provided by
the top-mounted projector.

Concept
Based on previous work, we identified the following Goals
for a multi-user augmented interactive projection toolkit.

G1. Enable public, shared, and private view spaces:
To support collaborative and competitive scenarios, an
Augmented Reality (AR) toolkit needs the possibility to
provide the following three dedicated views:
(1) Public View content can be seen by observers that
do not wear any HMD technology.
(2) Shared View content can be seen by all collaborating
workers wearing an HMD.
(3) Private View content can only be seen by one
dedicated user.

G2. Provide 2D and 3D content:
As most of the related approaches are limited to the
projection of 2D content, a novel AR toolkit should be
supported by technologies that facilitate 2D as well as 3D
content onto surfaces.

G3. Using off-the-shelf hardware:
The last goal for the toolkit is the use commercially
available hardware, as we want to provide an easily
deployable platform that can be used by other developers
or researchers to build interactive immersive applications.

System
To meet previously described design goals, we introduce
UbiBeam++1, a toolkit to augment interactive projection.
Our setup consists of three main components (G3): A
stationary projector, a Microsoft Kinect v1, and a Meta1
head-mounted display, which is equipped with an inertial
measurement unit (IMU), an RGB camera, and a depth
sensor. An overview of the system is depicted in Figure 1.
We use the projector to display 2D as well as public
content, and the HMD to display 3D content (G2).
Further, the Kinect v1 depth sensing camera detects
interaction with the content in terms of touch and gesture
recognition. In general, projector and Kinect v1 can also
be replaced by a touch sensitive display. However, this
eliminate the capability of performing and recognizing
mid-air gestures.

To enable private, shared, and public content, we use an
HMD and projector as output devices. The public content
(G1.1) is displayed directly using the projector. Shared
content (G1.2) is shown on the HMD. However, it can
only be seen by multiple users who have the permissions to
view the content. Private content (G1.3) is only shown at
the HMD of the user that the private content belongs to.

For the projected content we use a main application that
is written in C#. The graphical output of the application
is achieved by having a maximized window on the
projector. The output of this window defines a 2D
coordinate system, which is the reference for positions in
the system. Interactive content can be placed at any
position in the coordinate system. In case the content is
public, an image representing the content is shown via the

1The Source code of the UbiBeam++ toolkit and the ref-
erence implementation are available at https://github.com/
hcilab-org/UbiBeamPlusPlus.

https://github.com/hcilab-org/UbiBeamPlusPlus
https://github.com/hcilab-org/UbiBeamPlusPlus


projector. If the content is shared or private, the software
shows a marker at the position of the content. If a
developer defines a content object to be displayed in 3D,
the content is also represented by a marker in the 2D
coordinate system. 3D models are rendered by Unity2 and
placed at the corresponding location on the projected
marker. When displaying public 3D content, any public
observers also have to wear an HMD. Each HMD is
connected to a separate PC which connects to the main
application via WiFi. During initialization, the content
and markers that are synchronized for each user from
wearing a HMDs. The RGB camera of the Meta1 HMD is
constantly streaming images to the attached PC. Software
is processing this stream to detect markers and track the
position of the HMD in space using RGB stream and
IMU. Thus correct perspective rendering using Unity is
possible. If the user has the permission, recognized
markers are overlaid by the corresponding private or
shared 2D/3D element.

Figure 4: The game field of the
game Scrolls that we use in the
reference implementation of
UbiBeam++. The card slots are
positioned using one fixed marker
per player.

As we designed our setup to enable users to interact with
projected content, a Kinect depth sensing camera is
placed above the table. To create an interactive
projection that is capbable of detecting multiple touch
events, we re-implemented the UbiDisplay toolkit from
Hardy and Alexander [3] in C# to enable a faster
processing of multiple touch events. After a simple
onetime calibration, touch events can be mapped to the
2D coordinate system. Therefore, it can be used to
interact with both 2D and 3D content belonging to each
privacy group. The touch events are directly forwarded to
the content, which enables the content to decide how to
process the events. Thus, developers can use content as
an interactive button, display or both.

2Unity - www.unity3d.com - (last access: Aug. 10th 2016)

Proof of Concept Implementation
To show the capabilities of the UbiBeam++ toolkit, we
adapted and implemented the game Scrolls from Mojang.
Showcasing the public, shared, and private views, slight
modifications of the original rules were necessary. Players
can have up to five hand cards, which are either unit cards
or spell cards. Unit cards can be placed on the game field
and spell cards can be used to deal damage or heal units.
The game field contains units that can attack in the line
they are placed in. Units have health points (HP), attack
points (AP), and a cooldown time until the next attack
(see Figure 2). If a unit’s cooldown lapsed, the unit
attacks automatically. At the end of each line, a so called
“idol” has to be destroyed by the opponent player. The
goal of the game is to destroy all idols of the opponent
player. To apply the introduced privacy concepts, we
assigned aspects of the game as public, shared, and
private content.

We implemented the game field consisting of 15 hexagons
per player (see Figure 4) as public content. Here the
position of the units is shown. It further shows the
resources, that a player has available and it displays three
interactive buttons. One to draw an additional card, one
to sacrifice a card for resources, and one to finish the
turn. Regarding the shared content, we considered the 3D
models of the units to be viewable by both players.
However, an observer is not able to see the 3D models.

Lastly, we defined the hand cards as private content,
specifically in spells and units, that a player has available
for playing. We considered displaying the units health
points, attack points, and cooldown time to the owner of
the units as further private information. In our reference
implementation, all private content is rendered on an
HMD in 3D.

www.unity3d.com


Future Work
We invited eight pairs of students to our preliminary
study. Participants had the opportunity to explore the
different privacy aspects of the game implemented with
UbiBeam++. We gathered qualitative feedback during
each session through interviews and open ended
questions. We directed towards feedback regarding the
comprehension of different display spaces as well as the
overall concept.

Qualitative feedback we collected indicates that
participants appreciated the general idea of augmenting
interactive projection with HMDs using UbiBeam++. We
observed that participants were understanding the concept
of shared, public and private content very quickly. Also,
the participants were noticing the borders of the
interactive area of the game very easy as it was limited by
the projection. Almost every participant could imagine
using UbiBeam++ for educational purposes, like in
teaching, simulation, or exploring museums. Some
participants also suggested integrating UbiBeam++ in the
living room for playing games with family and friends.
Since we are using optical see trough glasses, none of the
participants complained about any motion sickness issues
which often occur in video see-trough and virtual reality
applications.

Our preliminary study also allowed us to get insights
about limitations of the system. The general drawbacks of
an HMD also applies to using an HMD in UbiBeam++,
as participants stated that the HMD is too heavy and the
field of view for displaying 3D content is very limited.
Another technical limitation using UbiBeam++ is that
observers, which do not wear an HMD, cannot perceive
any 3D content or private and shared content in general.

In future work, we plan to address the mentioned issues.

First, we want to enable markerless position estimation for
private components by using the entire projected content
as reference. Thereby, players are not distracted by
markers, observers can view public content without
distraction, and guessing the position of private content is
not possible anymore. We plan to adjust the toolkit to
other commercially available HMD, which are lighter and
offer a greater field of view. Further, we see the value of
developing interactive prototypes to support learning
activities, collaborative work, and serious games using
UbiBeam++ toolkit to explore its capabilities beyond
competitive gaming scenarios.

Conclusion
In this poster, we present the UbiBeam++ toolkit. It
combines the strength of optical see-through augmented
reality glasses and interactive tabletop projection. Hereby,
a large shared interactive 2D display beside a private
stereoscopic display for augmenting the projection is
available for content visualization. Furthermore, we enable
the simultaneous presentation of interactive content with
different privacy levels. Public content is displayed using a
projector and is visible to anyone. User personalized
shared or private content is presented using a
head-mounted display.

We implemented a strategy game to showcase the
capabilities of the UbiBeam++ toolkit. Through a
preliminary user study, we received initial insights about
the experience when using our toolkit. Using this results
we intend to further develop the framework and
investigate the benefits which arise in collaborative and
teaching scenarios suggested during the evaluation. We
envision that data exploration and visualization in business
or education scenarios could benefit from our
UbiBeam++ toolkit. Additionally, by releasing the toolkit



and its reference implementation of the game to the
community, we believe that UbiBeam++ provides an
compelling starting point for developers and researchers to
explore the field of augmented projection.
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