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Novel input methods for game design often excite users, especially if they extend the way one interacts with
the system. Electromyography (EMG) has the inherent potential to provide an intuitive—yet challenging—input
channel for interactive systems. While this difficulty in control often limits the scope of applications for EMG
in most systems, we argue that these qualities are especially relevant for games and playful interaction. The
inherently challenging qualities of EMG input make the modality a prime candidate for designing body-centric
playful experiences. Yet, we still need to understand its limitations to create engaging rather than frustrating
experiences for users. In this work, we investigate EMG’s potential to support playful interaction through
exploratory studies, deriving feasible game interactions based on EMG’s technical constraints, and study their
application in game design. Based on our findings, we highlight design implications and pitfalls to avoid when
creating EMG-based entertainment systems.
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1 INTRODUCTION

Physiological sensing broadens our possibilities to augment interaction in games and playful
interaction. Biosignals from users can provide insights into the current state of mind [6] while
enabling novel ways of interacting with the virtual world [33]. Yet, robustness and deployment are
still major challenges for using physiological sensing in interactive systems.
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Electromyography (EMG) [29] has the potential to turn these limitations into opportunities for
game design. The inherent potential to allow for challenging—yet intuitive—design of interaction
control makes EMG-based input a prime candidate to explore in games [7]. While research has
already contributed designs and implementations for utilizing EMG signals, e.g., the seminal work
by Saponas et al. [44] introducing the notion of muscle-computer interfaces, the design qualities of
EMG as a direct input modality remain an open research question. Further, the intently body-centric
character off EMG suggests that the modality could offer new design opportunities for experiences
which focus on motion [26] and exertion [30] (see Figure 1). These opportunities are yet to be fully
understood.

Fig. 1. Possible playful interaction with EMG-based input controls (measuring leg muscle activity) in an
exertion game.

Consequently, there is a need to better understand the constraints of our muscular control to
allow building interactive experiences which creatively use EMG input. It is yet to be studied
how muscle input can be used to provide a challenge, while avoiding frustration. To address
this research gap, we present an investigation of EMG’s design qualities with regard to creating
playful interaction that proves challenging for users. We investigate designs which use the inherent
capabilities and limitations of our muscle to offer an engaging experience. This way the difficulty
of the task is primarily induced by the limits of the body and not the design of the task. In such
scenarios, EMG becomes an input modality which offers challenge instead of efficiency.

We explored the design constraints in EMG-based interfaces for playful interaction in a pilot
and two exploratory studies. First, we confirmed that explicit control via EMG input is possible
for a basic steering task in our pilot study. Subsequently, we evaluated the constraints of EMG in
terms of precision and range of movements in a task where participants controlled an adjustable
third hand (soldering help), allowing us to estimate the range of applications which are feasible
with EMG-based control. Lastly, we apply the previous findings in a VR game with EMG-based
control, drawing implications for the use of EMG as challenging input in games.

Our work contributes design implications for the use of EMG in game design and for playful
interaction. Having identified the potential of EMG, we investigated their limits in a motor control
task and highlighted how these findings inform elements in game design.
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2 RELATED WORK

The primary field of application of electromyography (EMG) lies within the medical domain, used,
for example, for detecting muscle diseases [3] or for prosthetic control [13, 36]. Extensive research
(cf. [39, 40, 46]) on EMG signal classification has been conducted in this domain with benchmark
datasets (cf. Ninapro') being available. Due to the availability of affordable recording equipment,
HCT has recently taken an interest in the diverse range of EMG-based applications for interactive
systems.

2.1 EMG as a Modality in HCI

The applicability of EMG as a sensing tool for involuntary muscle activity, but also for discretionary
use of muscles, has allowed a diverse set of applications scenarios to appear in HCI research.

Facial EMG, for example, plays an important role in detecting emotional states [25, 49], being
able to reveal covert behavior [37]. This discreet property of EMG was leveraged by Constanza et
al. as well in their work on EMG-based intimate interfaces [4, 5].

Most research on EMG-based interactive systems has been focused on enabling explicit gesture
interaction by recognizing their distinct muscle activation signature. Following seminal work
by Saponas et al. [44] introducing the idea of muCls (muscle-computer interfaces), researchers
investigated different recording setups [2], modified algorithms for calibration [15, 20], use case
scenarios, such as music [19], and the feasibility of low-cost, mobile sensing devices [34, 45]. While
these research works have contributed technical requirements for opportune use case scenarios,
we provide a first investigation into how EMG can be leveraged as a challenging input control for
game design.

A rising trend for EMG-based products can be observed on the consumer market as well. Es-
pecially for fitness-related products, EMG sensors are a valid alternative to IMU?-based systems.
Integrated systems, such as Athos®, Myontec?, and Mpower® allow users to monitor their muscle
activity, making EMG readily available for users. This trend towards greater availability of EMG
sensing devices addresses deployment challenges and makes EMG-based games available to a wider
audience.

2.2 Physiological Sensing and Game Design

Having access to a user’s biosignals is not only beneficial for fitness applications. A variety of signals
have been employed successfully for game design [16]. Researchers have explored physiological
sensing for both direct game control, such as using a BCI for character movements [33], as well
as for indirect control, e.g., adapting the game’s difficulty based on the user’s cognitive state [6].
Nacke et al. [31] elaborated on the strengths and weaknesses of both approaches and provided
guidelines on their usage.

Due to its heritage from the medical domain, games involving EMG-based input are often used
for rehabilitation, providing motivation for patients (cf. [10, 24, 41? ]). Interestingly, work by van
Dijk et al. [48] showed that learning EMG control in a game does not necessarily translate to
more adequate prosthetic control. Yet, their work also showed that participant improved in their
own muscle control. In contrast, non-medical games which involve physical activity, often called
exergames [8] make limited use of EMG. While past research did demonstrate prototypes of EMG

Ihttp://ninaweb.hevs.ch/

%Inertial measurement unit
Shttps://www.liveathos.com/
4https://www.myontec.com/
Shttp://www.mpower-bestrong.com/index.html
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exergames [9, 43], it sill remains a challenge to systematically understand the properties of EMG as
an input modality and its potential benefits to exergaming.

3 METHODOLOGY

While mimicking movements and controlling our extremities is an inherent part of controlling
our bodies, exhibiting direct control over specific muscles can be challenging. While learning new
movements, we do not rely on direct sensory access to our muscles. Rather, we implicitly solve a
complex numerical problem involving numerous muscles through a multitude of iterations. This
process of consolidating motor memory is still not completely understood even today [22].

Thus, while using our muscles is intuitive on the one side, it can be very challenging to actuate
specific muscles. This highlights the potential for direct muscle input as a challenging input modality
for game design. Users could potentially connect movements in both virtual and real world, creating
a more engaging experience. To investigate this opportunity, we first confirmed the feasibility of
explicit control via EMG for a basic steering task in a pilot study using a low-cost recording setup.
In two further studies, we employed the same apparatus to investigate the properties of EMG as a
tool for interaction design— constraints in terms of precision and range of movements. By doing
so, we explore the possible range of application scenarios, suitability of different sensing locations,
and the usage of EMG-based input as an element for designing playful interactions, particularly in
games. An overview of how the individual studies contribute to our design implications is depicted
in Figure 2.

RQ1: What are the constraints of EMG-based input for motor control? After establishing the feasi-
bility of EMG-based input for direct control in our pilot study, we investigated possible constraints
of EMG’s precision for motor control. It is important to know the limits on what system action is
controllable but also which movements are still recognizable. To do so, we tasked our participants
in Study I with controlling a steerable third hand inspired by a real-world soldering task. We used
this task as an example of finely controlled actuation (hand gestures) as compared to our task in the
pilot study, where coarse actuation (whole arm) was necessary. Consequently, Study I (cf. Section 5)
provided insights on the level of muscle actuation that is required for suitable EMG input. We
measured precision, task completion time and user experience aspects, such as ease of use, fatigue
and perceived control. Our findings on technical and movement constraints directly contribute to
our design implication and inform the design of Study II, as to what game interactions are possible
with EMG-based control.

RQ2: How can we integrate EMG-based control as a game design element? We address this research
question in our final study after identifying feasible game interactions in Study I. We confirmed that
EMG is accurate enough for coarse movements while still pertaining its challenging nature: it is both
fatiguing as well as requires effort to control, making it an excellent fit for an exergame-inspired
game scenario. Thus, we employed EMG-based control as a design element in a VR flying game.
In the game, participants made use of rocket boots, activated through their leg muscles, to follow
a given flight trajectory. In this Study II (cf. Section 6), we inquired from participants about their
impressions of the EMG-based input control, i.d., whether this form of control created an engaging
experience for them. We further analyzed their flight path to get an objective metric of EMG’s
difficulty. Results of this study complemented our findings on how to design for playful interaction
using EMG.
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Fig. 2. Structure of our investigation showing the connection between our two studies (pilot study to the left).
After confirming the feasibility of our EMG controller in our pilot study, we evaluated the limits of EMG’s
precision in Study | to identify technical and movement constraints for EMG-based control. These findings
also inform the design of Study II, as they provide insights on feasible game interactions using EMG input.
This last study informs the design for playful interaction using EMG.

4 PILOT STUDY: EMG-BASED INPUT FOR EXPLICIT CONTROL USING A
LOW-COST CONTROLLER

Despite being more difficult to control, EMG-based input should still feel predictable, i.e., actuating
one’s muscle should elicit an expectable response from the system. Additionally, an EMG-based
controller for game interaction should not have high demands in terms of signal-to-noise ratio,
thus being readily available for users. In this pilot study, we first confirmed that explicit control
using a low-cost EMG-based controller is possible for a basic steering task, where participants
were asked to keep a ball on a given trajectory using their forearm muscles. A joystick controller
served as an additional baseline condition. We introduced the speed of the animation (6 levels) as a
difficulty index, resulting in two independent variables—input modality and speed.

Fig. 3. Electrode placement on the forearm. Each arm was responsible for one direction, i.e., activating the
muscles on the left forearm steered the ball to the left and vice versa. Two EMG channels were used in total.

4.1 Apparatus: A Low-Cost EMG-Controller

The system is closely adapted from EMBody® [18], a toolkit for EMG-based interface prototyping.
In fact, the hardware is identical, only the software components were adapted as outlined in

Shttps://github.com/HCUM/embody
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the individual studies. We recorded the EMG signal using this custom device based on an ESP32
supporting up to six channels through soldered amplifiers’, powered via its USB connection. We used
the device with an output rate of about 200 Hz and sent the signals via UDP to the PC that processed
the EMG signal. Shielded cables were used to connect the amplifiers to strap electrodes using the
bipolar measurement technique [29]. We further processed the signal in accordance with related
work (cf. [44]) by filtering and employing a sliding window approach, calculating the epoched root
mean square (RMS) of each channel as an indicator of muscle activation. Given our parameters,
this corresponded to a latency of 80 ms, suitable for interaction [32]. These preprocessing step were
applied for the subsequent studies as well. Please refer to EMBody’s [18] github® for a complete
overview and all resources.

4.2 Procedure & Participants

After providing informed consent, participants were seated in front of the stimulus screen, and
we attached the strap electrodes (see Figure 3) on both arms. Values for their muscle activation
(cf. Section 4.1) were translated into steering commands, either directly altering the ball’s position
(position control) or its rate of speed (rate control). To familiarize themselves with the controls,
participants were then given time to explore the EMG-based controls as well as the joystick
controller under varying speeds. Their goal was to keep the traversing ball (from bottom to top)
as close to the shown line as possible by steering it left or right, respectively. When ready, the
participants performed a series of trials (for each speed) for a given control, repeating each speed
once (later averaged). Order of control and speed were counterbalanced. After each control condition,
we inquired about the participants’ fatigue, the control’s ease of use, and perceived feeling of control
(see Table 1 in Study I). A total of 10 participants (8m/2f, Age: ¥ = 26.9y, s = 2.6 y) took part in
our experiment. The study took approximately 30 min, and participants were remunerated with
the equivalent of $5 for their participation.

4.3 Results and Implications

Our pilot study confirmed that explicit control via an EMG-based controller is possible using a
low-cost recording setup. Consequently, we employed the same apparatus in our subsequent studies.
While EMG-based controls had slightly higher ease of use, ratings on fatigue and feeling of control
were in favor of the joystick control. We will have a closer look at these aspects in Study 1.

Our analysis on the participants’ performance confirmed these results and showed superior
control with the joystick as illustrated in Figure 4. Using a linear mixed model with the fixed effects
control modality and speed as well as participant ID as random effect, we found a significant effect
for both fixed effects: control modality (F(2,170) = 5.0, p < .01) and speed (F(1,170) = 13.1,p < .01).
No interaction effects were found. Post-hoc tests revealed that both EMG-based controls were
significantly worse than the joystick control.

These findings highlight that the baseline control via a joystick was preferred as it offered more
precise control and increased performance, yet we have confirmed that sufficient explicit control
via EMG input is indeed possible for a basic steering task. For our two following studies,
we opted to use position control (directly altering an object’s position, rather than its velocity),
performing slightly better and having a broader support in literature [17]. While having identified
that control via EMG is possible, we also confirmed that it is difficult to control. In Study I, we
take a closer look at EMG’s constraints in terms of precision and range of movements to identify
suitable applications scenarios in game interaction (Study II).

"https://github.com/BigCorvus/2-Channel-Biopotential- Amp
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Fig. 4. Average deviation (L2 norm) over speed given the control modalities as line plot (individual data
points additionally depict the standard error). The joystick control has significantly lower deviation than
both EMG-based controls.

5 STUDY I: LIMITATIONS OF EMG-BASED CONTROL FOR MOTOR CONTROL

To further investigate the design qualities of EMG-based input control in a realistic scenario, we
conducted a second study, where participants controlled a steerable third hand® in a soldering
task. Compared to our pilot study, we rely on finer motor control (hand gestures) to control the
third hand. Participants were able to alter the rotation and tilt of the platform, each controlled by
two distinct hand gestures’ performed by the respective arm'®, We additionally investigated two
other modalities to control the third hand—Pedal and Manual. The Pedal condition made use of the
participant’s feet to steer the third hand. The Manual condition represented the baseline control
for the third hand, i.e., manipulating it by hand.

5.1 Experiment Design

In a mixed-method evaluation, we analyzed the performance, usability, and user experience of
an EMG-based control (EMG) and the two additional baselines Pedal and Manual. We split our
investigation into two tasks: Directive Control and Free Control. In Directive Control, we investigated
the performance of each modality, measuring throughput and accuracy. Free Control focused on a
realistic scenario, allowing the user to freely reorient the device as they saw fit to accomplish the
task, focusing on task completion time. To gather insights about usability aspects, we administered
several questionnaires: NASA TLX [12], creepiness [50], and comfort [21] where applicable. We
additionally administered a custom questionnaire on ease of use, fatigue, and feeling of control
(cf. Table 1).

Directive Control. Participants were tasked with orienting the third hand into a target position,
as measured by an IMU sensor (cf. Section 5.2.1). For the Manual condition, participants were free
to twist and turn the clamps and arms of the third hand. For the Pedal and EMG condition, they
were required to rotate and tilt the third hand via the robot arm. Both the target and the current
position were visualized to participants on a screen. A picture of the target position was displayed

8 A third hand is a soldering aid which holds electronic components in place so that additional elements can be soldered
onto the components.

Rotating clockwise and counterclockwise; tilting up and down, respectively.

10Gestures with the right arm controlled the rotation, the left arm controlled the tilt of the platform.
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Table 1. Questions after each control modality, polling ease of use (Q1a-b), fatigue (Q2a-b) and feeling of
"being in control" (Q3a-d). All visual analog scale from 0 to 100.

Perception of the scoring system

Qla How easy was it to use the prototype?

Q1b How easy was it to learn the respective type of input?
Q2a How tiresome was the task?

Q2b How challenging did the task feel?

Q3a Did you feel you were in control?

Q3b How responsive was the system?

Q3c IfeltIhad precise control over the ball.

Q3d IfeltIhad sufficient control over the ball.

Task running.

Current Arm Position: Goal Arm Position:
0 20

Current Rotation: Goal Rotation:

0 40

Fig. 5. Stimulus display for participants during a trial for the task Directive Control. Target and current
position are displayed on the left. An additional image of the target position is displayed on the right.

as well. Figure 5 shows the stimulus for Directive Control. We later analyzed the task completion
time and accuracy for each modality.

Free Control. Contrary to Directive Control, in Free Control, the participants were not given a
target position but were free to reorient the third hand as they saw fit. This task closely mimics
a real soldering task, where components on an electronics workpiece need to be connected. For
this purpose, we mounted an example workpiece that was fitted with colored targets. These
targets needed to be connected by the participants in a given order by a set of cables to light up
corresponding LEDs. This task was inspired by the principle behind an electric contact quiz'’.
Figure 6 shows the example workpiece (left side) and the corresponding stimulus (right side),
highlighting the current color target as well as the previous and next target. For this task, we mainly
focused on the participants’ task completion times.

5.2 Apparatus

Our experimental apparatus consisted primarily of a third hand used for the soldering task. A
27-inch monitor was used to display task information to the user. The experimenter and participant
shared the same room separated by a distance of 2.5 m, including a physical separation through a

https://boardgamegeek.com/boardgame/31591/electric-contact-quiz
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Task running.

_Blue Yellow

Fig. 6. Example workpiece with colored targets (red circles) which needed to be connected in a given order
(left) and corresponding stimulus (right) shown to participants in Free Control.

perspex wall'?. The robot arm allowed controlling the third hand in two directions: rotate around
its own y-axis, and tilt the arm up and down (tilt within the xy-plane). An attached IMU measured
the 3D orientation of the third hand. The complete apparatus consisted of an EMG recording device
(identical to the one used in the pilot study), a pedal-based system, and the steerable robot arm
to actuate the third hand for the soldering task. All communication was time-synchronized and
recorded via lab streaming layer'® (LSL).

5.2.1 Robot Arm Actuation and Angle Measurement. We used the Makeblock mBlock Ultimate!*
2.0 set for building the customized robot, adding a Wi-Fi module and a wooden mount holding the

third hand. The robot arm moved at 24% for both directions, giving the user a sufficient amount
of control while remaining reactive. Commands for the robot arm were sent via Wi-Fi.

An attached IMU (XSens Dot'®) provided the 3D orientation of the robot arm at a sampling rate
of 60 Hz. The sensor was affixed to the workpiece using adhesive tape. The IMU data (quaternions)
was first streamed to a mobile device via Bluetooth and, in turn, sent to the processing PC via Wi-Fi
using LSL. From the quaternions, we calculated the robot’s arm angle as well as its rotation angle,

which are displayed to the user.

5.2.2 EMG Recording Device. We used the same device as in the pilot study (cf. Section 4.1). After
calculating the RMS values as an indicator for muscle activation, we additionally generated ratio-
based features [44] for each EMG channel. Given two channels for each forearm (cf. Section 5.4),
this yielded four RMS values and six additional RMS-ratio values that we subsequently supplied
for our classification process. Ground truth was collected during the calibration phase of the
experiment, where participants were guided by the program and instructed to perform and hold the
respective activation gestures. We collected 5 s of EMG data for each gesture'®. Note that samples
were collected when the wrist was flexed/extended, resulting in continuous muscle activation in
the forearm. We trained a support vector machine (SVM) with the collected calibration data and
used the model during runtime to provide live gesture predictions for the robot arm via an LSL
stream every 80 ms. We additionally introduced an input delay to the robot movement to prevent

12Note: the study was conducted during the COVID-19 pandemic. A full hygiene protocol was compiled in compliance with
the rules of the university.

Bhttps://github.com/scen/labstreaminglayer

Yhttps://www.makeblock.com/steam-kits/mbot-ultimate

Bhttps://www.xsens.com/xsens-dot

16Total of four distinct gestures: wrist flexion and extension for each arm.
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accidental activation. This sensitivity level was introduced through a slack variable, a majority
voting of the last n gesture predictions. During the experiment, participants were free to choose a
comfortable sensitivity level.

5.2.3  Pedal Input System. We used two Lead Foot LFV-1 pedals typically used for adding sound
effects during guitar playing. The pedal can be pressed in two directions (forward and back) and
does not reset automatically. This property made it suitable for our use case. With two pedals, we
covered both steering directions of the robot arm (arm up/down, rotate left/right) simultaneously.
By reading the impedance of the internal potentiometer via an electrical circuit connected to an
Arduino Uno, we could detect the current pedal state. To allow for robust input via the pedals, we
only triggered an input command when the pedal exceeded 75% of its maximum range or fell below
25%, respectively. The signal was transmitted to a connected PC via USB at 13 Hz.

5.3 Participants

We recruited twelve participants (9m/3f, Age: x = 27.5y, s = 2.8 y) for our study through mailing
lists, none of whom participated in our pilot study. All participants were right-handed. We addi-
tionally inquired about their familiarity with EMG and related technologies (all 5 item likert scale).
Six participants already had prior experience with EMG (x = 2.4,s = 1.1). Similarly, experience
in placing electrodes (X = 2.8, s = 1.3), muscle training (¥ = 3, s = 1.2) and wearable technology
(x = 3.2,s = 1.5) was split as well. The total duration of the study did not exceed 120 min, and
participants were remunerated with the equivalent of $10 per hour.

5.4 Procedure

Participants were first informed about the study and the installed protection measures due to the
COVID-19 pandemic. After declaring their consent, we asked participants to provide their demo-
graphic data. For the EMG condition, we connected the EMG device and mounted the electrodes,
resulting in a total of four EMG channels (two for each forearm) as illustrated in Figure 7. The
positioning of the electrodes does not aim for a particular muscle!’, though was derived from
applications of exoskeleton control [11]. A detailed mounting guide is available as supplementary
material. Afterwards, we confirmed the signal quality of the EMG and the program guided partici-
pants through the calibration process (cf. Section 5.2.2). We additionally introduced participants to
the other conditions, demonstrating the functionality of the two pedals (Pedal) and highlighting
flexible elements of the third hand for the Manual condition. Participants had the opportunity to
familiarize themselves with all control modalities, fine-tuning sensitivity levels (EMG only) to their
liking before starting the actual experiment. This part did not exceed 5 min and all participants
opted for a slightly less sensitive control when activating the robot arm, contrary to when they
wanted it to stop moving'®. Order of conditions (Manual, Pedal, EMG) was assigned using a Latin
square design and kept consistent across the two tasks (Directive Control, Free Control). Participants
executed a total of 10 trials for each condition for Directive Control, answering the NASA TLX and
our custom questionnaire on ease of use, muscle fatigue, and feeling of control after each condition
block. Before starting the task for Free Control, we allowed participants to examine the workpiece
and try out its functionality. Participants executed a total of 20 trials for each condition for Free
Control, again following up with a set of questionnaires as detailed in Section 5.1. After completing
the final task, we polled participants about the wearing comfort of the EMG device.

17 A multitude of muscle in the forearm control wrist motion. Pinpointing exact muscles was not possible nor was it required
given our machine learning setup.
18Slack of ¥ = 3.2 (s = 0.58) for starting a robot movement and ¥ = 1.0 (s = 0.0) for stopping the robot, respectively.
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Fig. 7. Placement of EMG electrodes on the forearm, showing one reference electrode near the elbow (yellow)
and two measurement electrodes (red and white) for each channel in a bipolar measurement configuration. A
total of four EMG channels was used for Study I.
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Fig. 8. Task completion times for Directive Control (left side) and Free Control (right side). Significant differ-
ences are highlighted with *.

5.5 Results

We report on collected objective (TCT, accuracy) and subjective metrics (questionnaires) during our
experiment. If not stated otherwise, we conducted one-way ANOVAs to analyze the data, followed
by post-hoc testing using Tukey contrasts, adjusted for multiple comparisons.

5.5.1 Task Completion Times. For both Directive Control and Free Control, we measured the total
task completion times, i.e., until participants completed all trials. The grand mean was x = 109.8 s
(s = 27.5s). Our statistical tests found a significant difference for the control modality: F(2,33) =
27.1,p < .05. Post-hoc tests revealed significant differences for EMG-Pedal and EMG-Manual.
Results for Directive Control are visualized in Figure 8 (left).

The grand mean for Free Control was ¥ = 190.8 s (s = 92.0 s). We found a significant difference
for the control modality: F(2,33) = 18.7, p < .05. Post-hoc testing revealed significant difference
between all three modalities. The results are visualized in Figure 8 (right).
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Fig. 9. Rating (averaged) for ease of use (left), fatigue (center), and perceived control (right) for each control
modality as reported by our custom questionnaire (cf. Table 1, all questions were rated on a visual analog
scale from 0 to 100). Error bars show standard error. Significant differences are marked with *.

5.5.2  Accuracy. For Directive Control only, we investigated the accuracy of the individual control
modalities by analyzing the final deviation from the target position. Note that a target position
was accepted when the orientation of the third hand was within +20 deg for each angle. Overall
participants were very accurate (¥ = 12.0deg, s = 4.9 deg). We found no statistical differences
between the control modalities.

5.5.3 Usability and User Experience. We inquired about several aspects of usability for the different
modalities in our questionnaires. Some scales were exclusively applied for the EMG condition, as
they are not applicable for the other conditions. The purpose of this is to identify limitations of the
deployment nature (electrodes, cables) of the EMG device.

On average, participants did not rate the EMG device as particularly uncomfortable to wear
(x =7.4,s = 3.5, 0 to 20, higher values indicate higher discomfort, cf. [21]). Similarly, it was rated
not significantly more creepy (X = 3.2, s = 1.2, 7 item likert, higher values indicate higher level of
creepiness, cf. [50]) than the other modalities.

Results from our custom questionnaire on ease of use (Q1a-b), the participants’ fatigue (Q2a-b)
when using the modality, and its perceived control (Q3a-d) are visualized in Figure 9, depicting
the aggregated results for each of the three aspects. The results show that, although the measured
accuracy for EMG was on the same level as the baseline control, participants perceived a loss of
control. Similarly, fatigue and ease of use are challenges for EMG-based control. All three aspects
show significant differences for the factor control modality. Significant differences from post-hoc
testing are marked in Figure 9. Results from the NASA TLX confirmed these findings, as the
score showed significant differences between modalities, in particular between EMG-Pedal and
EMG-Manual.

5.6 Implications for Game Design

In Study I we put the focus on fine motor control, probing the precision of EMG-based input. Our
results allow us to draw implications for EMG-based input control (RQ1), such as range of possible
actions, limitations regarding usability but also identify sweet spots were its challenging nature
could be ideal for game design.
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While EMG inputs was the slowest of all modalities, it provided sufficient accuracy to orient the
third hand. Interestingly, participants felt that the EMG condition was harder to control. Combining
these two characteristics provides an interesting design opportunity for game elements: EMG
can be sufficiently accurate but requires increased efforts to achieve the same results (RQ1).
Further, increasing fatigue with prolonged use adds a natural difficulty element.

Our findings indicate that EMG-based input is most suited for coarser movements, targeted
larger muscle (groups). Here, the slight impreciseness due to its challenging nature control opens up
opportunities for engaging game design. In a final study, we incorporate and evaluate this concept
in a flight simulation VR game.

6 STUDY IIl: EMG-BASED INPUT IN GAME DESIGN - VROCKETBOOTS

Through Study I, we identified constraints for EMG-based input allowing us to derive possible
sweet spots for game interaction where the challenging nature of EMG can be an engaging design
element. Consequently, we choose a game interaction where it would feel natural to use direct
muscle input to interact in the game world, i.d., users had to exert themselves physically making
use of both the design aspects of challenging muscle control as well as arising fatigue.

This makes locomotion in VR an interesting research target for EMG-based control. An active
research area for decades [47], creating immersive ways of body movement is essential for a good
user experience. Here, research on flight and 3D navigation surfaced interesting ways of controlling
body orientation while increasing immersion in the virtual world, e.g., through bird wings in
Valkyrie [27]. Other works investigated embodied interfaces [38] and the Superman pose [23] with
suspended users. Leaning-based steering [1] and control via leg movements [51] focused on specific
body parts.

In this study, we opted for a flight scenario with rocket boots focusing on muscle activation in
the participants’ leg muscles. This allowed for robust collection of EMG input and direct interaction
with the game world by performing a take off jump. In our flight simulation game—VRocketBoots,
participants were tasked to follow a given flight trajectory with the help of their rocket boots.
Imitating the take off jump by standing on their toes activated their rocket boots, gaining altitude
in the game until they returned to a normal position. We chose such a game design as it offered
potential benefits to a feeling of implicit control and navigating large virtual environments in a
playful manner is a common challenge in modern games. This approach follows the guidelines as
presented by Nacke et al. [31], where direct physiological input should be mapped to reflect an
action in the virtual world. In this case, activating the leg muscle increased flight altitude. Note that
we deliberately decided on this simple interaction, as compared to a more complex interaction, such
as involving roll as well by measuring both legs separately, to prevent overwhelming participants.

We conducted a mixed-method evaluation using two conditions: EMG and Controller. For the EMG
condition, we placed electrodes on the participants’ calves. In the Controller condition, activation
was achieved through a button press. In both conditions, the hand controllers were used for flight
orientation. The trajectory (350 m long) in the study was marked with 34 rings within a city scene
(see Figure 10) that had to be flown through by participants.

We focused our evaluation on accuracy of control, through analyzing participants’ flight paths. A
concluding interview provided additional insights on their experience with the EMG-based control.

6.1 Apparatus

For measuring EMG input, we again used the recording device and EMG preprocessing steps from
the previous two studies. Electrodes were attached to the participants’ calves focusing on the large
gastrocnemius muscle, ensuring robust input. To simplify the setup, we opted to attach electrodes
only on one leg (one EMG channel). A simple threshold-based classification based on measured
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Fig. 10. Overview of the flight path consisting of 34 rings with a total distance of 350 m. Image courtesy:
Magic Carpet[28].

RMS values controlled the initial activation of the rocket boost and was calibrated at the beginning
of the study. During this calibration phase, participants were tasked with performing the take-off
gesture by standing on their toes. Additionally, we collected EMG data when they moved around
the room, allowing us to pinpoint a robust RMS value for each participant when the rocket boots
should activate. Continuous flexing of the muscle would provide a continuous boost in the game.
This process of collecting the calibration data was analog to Study L, guided by the program. During
runtime, measured RMS values were transferred via an LSL stream and processed in the unity
application. The VR scene was created using Unity, adapted from Magic Carpet [28], displayed on a
Occulus Quest 2 to the participants (see Figure 11). During the study, we logged flight paths and
EMG activation for later analysis.

6.2 Participants

We recruited 20 participants (14m/6f, Age: x = 26.3y,s = 2.9 y) for our study through university
slack channels, none of whom participated in either our pilot study or Study I. The majority of
participants (75 %) had some prior experience with 3D games or applications; only 40 % had regular
contact with VR. The total duration of the study did not exceed 50 min, and participants were
remunerated with their choice of a sweets package.

6.3 Procedure

After providing informed consents, participants were equipped with the VR headset and hand
controller. Additionally, we attached the electrodes on their calves and calibrated the activation
threshold for the rocket boots. The VR scene was introduced through a practice environment. We
allowed ample time for the participants to familiarize themselves with the hand controllers and the
EMG-based control. The practice course contained two flight rings. When participants reported
feeling comfortable enough!® with both control modalities, we started experiment. Participants
were asked to perform their flights on the real track, while we measured task completion time and
flight data. After completing one control condition, participants switched to the other condition

19No more than 5 min for any participant.
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Fig. 11. Apparatus for Study Il showing participant wearing the VR headset and attached electrodes on the
calf.

after a short break. The order of conditions was counterbalanced using the latin square method.
We concluded the study with a semi-structured interview inquiring about specific design qualities
of the EMG-based control.

6.4 Findings

We report on our analysis of quantitative flight data (precision, completion times) as well as the
analysis of our conducted interviews, focusing on qualitative aspects of our work.

6.4.1 Task Completion Time. Our analysis on the participants’ performance in completing the given
flight trajectory showed that the Controller condition was superior in terms on task completion
times. On average, participants were faster using the Controller condition (¥ = 52.8s,s = 19.65)
compared to the EMG condition (X = 85.5s, s = 39.9 5). This result was expected, as the challenging
control of EMG required time to master. The high standard deviation for EMG also showed that
this control modality was more challenging for some participants than for others.

6.4.2  Flight Path Precision. The projected flight trajectory was intended to provide a guidance
for participants. To analyze the precision of the input methods, we took a look at participants’
flight altitudes over time. This allowed us to identify lapses in control and estimate the difficulty in
controlling the flight with a given condition. A comparison of respective flight heights is depicted
for both conditions in Figure 12. Since task completion times varied across participants, we rescaled
all trials to their respective median task completion time, 48.7 s for the Controller condition, 69.0's
for the EMG condition. This allowed us to visually compare the different trials at once and draw
conclusions based on the mean (red line) and the standard deviation (red corridor) of the flight
height over time (cf. Figure 12).

It can be observed that control via EMG exhibits more deviation (especially when changing flight
altitude), indicating difficulties in properly controlling it. Contrarily, Controller-based input is more
smooth. We attribute this to the more challenging nature of EMG-based control.
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Fig. 12. Deviation of flight height over time given the two conditions (EMG, Controller). All participant trials
have been rescaled to the respective median flight time. The mean over all flight trials is displayed by the
red line, the red-shaded corridor shows the standard deviation. It can be observed that the EMG condition
exhibits higher control deviation, especially for when changing the flight altitude.

6.4.3 Interviews. Our initial quantitative analysis confirmed the challenging nature of EMG-based
input control. Yet, it remained unclear if this challenge would just frustrate users or if can provide
more engaging experiences (RQ2). Through affinity diagramming, we identified positive and
negative aspects of each control modality as detailed in the following section. Overall, participants
preferred the EMG-based control (70%), mostly due to its challenging and immersive nature.

It was more challenging and immersive. A very different way of using controls, which made
it more fun. (P3, m, 28y)

Immersion. Most participants reported the EMG condition as being more immersive (14 out of 20)
and rated it more fun (15 out of 20). While the Controller was easier to handle and more effective,
EMG scored with higher immersion and a more natural feel. Some even reported that it felt like a
workout.

It felt more like a workout. It activates more parts of my body. But it became a bit tiresome
in the end. (P9, m, 23y)

The more challenging nature allowed it to achieve higher levels of fun and immersion.

It was a different experience! More engaging experience, than using just your hands. You’re
actually moving around with the help of your body. It was positive. Because a lot of people
are used to using their hands, they can be on auto mode, but now you’re more invested. Gives
you a better feeling. (P18, m, 28y)

Reports from participants indicate that the increased challenge through EMG can elicit a more
engaging experience (RQ2). Negative aspects such as frustration and fatigue are limited, but should
be considered in the game design.

Control. The limits of EMG-based control were a negative aspects for participants. The impreci-
sion at times caused a break in the VR illusion.

It felt quite natural to fly upwards, but when going in different directions it broke the illusion
a bit. (P20, m, 28y)
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Participants provided insights into how the EMG control can be improved, including regression-
based calibration allowing for a smoother, continuous input.

If it was possible to make it into a continuous movement, then it would feel like real life.
(P19, m, 25)

Our initial experiment design focused on an activation of the rocket boots, mimicking a burst
of thrust in the virtual world. Comments from participants indicated that a continuous approach,
where muscle activation is directly mapped to the power of the thrust, is also worth considering
and could allow for a more natural interaction, similar to allowing control over the flyer’s roll by
individually activating each leg. Though, the technical feasibility of this approach is subject to
the available recording equipment. Designers are advised that while EMG’s impreciseness adds a
challenging element, it warrants careful consideration to not tip over to frustration (RQ2).

7 DISCUSSION

Our work investigated the potential of EMG-based input for game design. In particular, we inquired
whether the challenging control nature of EMG input can be beneficial in adding an engaging input
control modality in games. Our investigation explored the range of movements for EMG input,
thus deriving feasible game interaction, and evaluated its user experience as a game element. In
this section, we discuss the implications of our findings for future systems that want to leverage
playful interaction with EMG.

7.1 Imprecise but Fun

Throughout our work, the limited precision of EMG continued to be problematic for participants.
As such, EMG is certainly not an adequate input modality if accuracy and task completion time
are of essence (RQ1). Yet, based on our findings, we argue that these characteristics makes it a
prime candidate for playful interaction. EMG-based input does not require an artificial layer of
added difficulty. Instead, EMG creates difficulty through the inherently difficult task of controlling
muscles. This also facilitates developing proficiency as there is an underlying physiological model
(muscle activation yields input) that can be learned and controlled over time. This process makes
EMG-based input challenging, fun and engaging. Consequently, EMG’s inherent imprecision
makes it a valuable design element in playful interaction (RQ2). Recent related work [7]
provides additional guidance for employing limited bodily control in game design. However, the
applicability of EMG to playful interfaces is likewise limited by these inherent qualities, e.g., lack
of precision or signal variations for different muscles and movements.

7.2 EMG-Based Input as a Game Element

Our investigation illustrated suitable application contexts for EMG-based input (RQ1). While
precise motor control, such as hand gestures, is less suited, coarse movements involving extremities
and body movements are easy to capture and provide an active element [30] to playful interaction
(RQ2). EMG-based control works best using large muscle (groups) and direct mappings
to game elements [31], where the received input translates directly into an adequate reaction in
the virtual world (RQ2). Mismatches can quickly lead to reduced immersion as evident in Study II
Similarly, use of fatigue as a design element, e.g., using it as a proxy for difficulty, should be handled
with care, as overuse can lead to user frustration.

7.3 Prevalence of “EMG Controllers”

While recording accurate EMG signals may require high-quality equipment, it is best to rely
on stable input minimizing the risk of immersion loss, favoring devices that are easy to
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deploy. Available consumer products (cf. Section 2) already demonstrate ready-to-use deployment
of EMG recording devices. Integrating sensing capabilities into wearables [14] or even on the
skin [35] could potentially mark a paradigm shift in how we use physiological sensing for playful
interaction.

7.4 Limitations

Possibilities for muscle-controlled input are as numerous as the number of muscles in our bodies.
While some body locations are more favorable, it remains an open questions for game designers
which muscle to use. Here, Study II and related work [31] provided insights, calling for direct input
(e.g., via EMG) that is directly mapped to reflect actions in the game world. In fact, imitating an
appropriate movement was beneficial for game immersion. As such, electrode positioning should
rather be dictated by game design choices, albeit keeping the technical constraints of EMG in
mind (cf. RQ1). If sufficient muscle activation can be recorded, game designers are free to explore
different body locations for the EMG controller. Thus, extensive knowledge about EMG’s nature or
body anatomy is not required to design playful EMG experiences. A simple recording setup, such
as the one shown in this work, is sufficient to experiment with EMG-based input, yet suitable body
locations and associated muscles will need to be evaluated individually in terms of user perception
and how challenging they are to control.

More elaborate equipment, which uses multiple recording channels, may produce better results
and potentially allow to circumvent the need for individually calibrating muscle activation per user.
Though, we argue that such an approach might limit the design space for using EMG input for
playful interaction. Rather, we advocate straightforward recording setups, e.g., electrodes embedded
in sleeves, fabric patches or VR hand controllers, offering higher versatility at the cost of increased
calibration effort. It remains to be explored how calibration routines can be integrated seamlessly
into game design.

The fatiguing effect of EMG input control should not be underestimated, though it can be
leveraged as an additional aspect of difficulty if applied with caution. Similarly, while interesting
and exciting at first, EMG as a novel input control might loose its appeal for players once they
become accustomed to muscle activation. The long term effects of these limitations during prolonged
game interaction still need to be investigated.

8 CONCLUSION

In this paper, we explored the potential of electromyography as a challenging input for playful
interaction. We hypothesized that due to its imprecise nature, EMG-based input can serve as an
engaging element in game design. To investigate our hypothesis, we conducted two studies where
we derived feasible game interactions based on EMG’s technical constraints, and showcased how to
use EMG-based input as a game design element. Our findings highlight the opportunity of EMG’s
imprecision to create challenging and engaging game experiences. We provide a range of design
considerations as well as pitfalls to avoid when employing EMG for playful interaction. We suggest
targeting large muscles and coarse movements for robust input. Most often, limiting the game
design to these coarse movements is preferred, as unintended input via EMG can negatively affect
immersion. Though, if used correctly, we can create engaging game experiences with EMG that
challenge users [42] in a playful way.
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