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Virtual Reality (VR) experiences have massively improved in the mediation of feedback. However, the simula-

tion of forces is still limited. This paper presents Odin’s Helmet, a head-worn device to simulate g-forces that

act on the human head in real-life situations. Odin’s Helmet uses four head-mounted propellers as actuators to

simulate g-forces through pushing and pulling the user’s head while being immersed in VR. Odin’s Helmet’s

goal is to increase presence and manipulate the user’s perception of the otolith organ in the vestibular system.

The user’s perception will be tricked to experience a sensation of self-movement in VR. A technical evaluation

shows Odin’s Helmet’s applicability to apply perceivable g-forces to the user’s head. We conclude with future

use cases of Odin’s Helmet, such as redirected walking by controlling the user’s head orientation, attention

guidance, and wind simulations through Odin’s Helmet.
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1 INTRODUCTION

Recent developments in hardware and computational efficiency made Virtual Reality (VR) accessible
to a broad audience. The demand for more immersive experiences and a higher level of presence
is rising, especially for audiovisual and haptic feedback. A variety of work has been presented
to simulate the virtual environments as thoroughly as possible using auditory [17], haptic [18,
25, 28, 40], or tactile [44] feedback. The simulation of forces in VR, such as gravitational force
equivalents (g-forces) and the generation of motion, has been the subject of previous research to a
minimal extent. The perception of g-force is an essential factor to consider when simulating forces
in virtual environments, contributing to the perceived presence. Controllers and Head-Mounted
Displays (HMDs) currently cannot render g-forces. The absence of these forces impacts the visual
representation, expected, and perceived feedback negatively, leading to a lowered perception of
presence [35]. The concept of mediating forces is not entirely new and several VR projects focused
on technologies that enable the perception of forces in VR. Lopes et al. [27] applied electronic
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Fig. 1. We envision Odin’s Helmet to enable the perception of g-forces in Virtual Reality. Our head-worn

prototype has four propellers attached that actuate the direction of the user’s head. Our vision is that the

displacement, combined with the otolith organ and visual stimuli, simulate the perception of g-forces and

self-motion in the virtual world.

muscle stimulation (EMS) to generate haptic feedback in VR while touching walls or interacting
with more oversized objects, such as boxes [28] or the simulated impact of punches when the user
is blocking their forearms. Already now, many handheld controllers offer tactile interaction, such
as touching or grabbing objects [11, 44]. Hoppe et al. used drones as levitating tangibles to provide
haptic feedback without any handheld devices [16, 18ś20]. Whereas previous research was focusing
on applying haptic feedback on various body parts, only few projects considered haptic feedback
on the user’s head. Takada et al. attached a drone to the user’s head to help the user navigate while
focusing on a smartphone by pulling the user into the needed direction1. Peiris et al. explored
thermal feedback on head-mounted displays [32]. Odin’s Helmet is inspired by two devices from
previous work that we combined to build a head-worn device: Guggenheimer et al. presented
GyroVR, a head-worn device that used spinning discs to slow down the user’s head movement
while turning, to simulate a hurt avatar [14]. Thor’s Hammer placed an array of propellers in a
hammer-shaped handheld device to generate haptic feedback and various levels of weights for
handheld objects [15]. This paper presents Odin’s Helmet, a conceptual reference implementation
that combines the approach from Thor’s Hammer to generate forces and GyroVR to manipulate
head movements. Odin’s Helmet uses one propeller at each side of a helmet to draw the user’s
head into one direction (see Figure 1). We show the efficiency of Odin’s Helmet to exert forces on
the user’s head in a technical evaluation, showing that forces applied through propellers can be
sufficient to convey a sense of balance. This would not only increase the level of immersion for

1Available in the Japanese language: www.iplab.cs.tsukuba.ac.jp/paper/domestic/takada_sigchi176.pdf
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Fig. 2. Similarly to Odin replacing one eye and in exchange for knowledge, hence restricting his visual

perception, the user trades the freedom of unconstrained head movement for the perception of simulated

g-forces in VR. Odin’s Helmet uses four propellers on each side of the device to simulate force as a modality

for haptic feedback.

Virtual Reality systems, but also open up new design possibilities for building interactive systems
that we present in the form of future use cases.

CONTRIBUTION STATEMENT

Our contribution is fourfold: (1) We explain how artificial head-worn forces manipulate the user’s
sense of balance in virtual environments. (2) We present a reference implementation of Odin’s
Helmet, a head-worn haptic feedback device that utilises four drone propellers to simulate g-
forces in VR and actuate head motions (see Figure 1), hence improving the perception of applied
forces in VR. (3) We describe the concept, implementation, and technical evaluation of Odin’s
Helmet. (4) Finally, we characterise use cases and applications that benefit from Odin’s Helmet.

2 RELATED WORK

Previous researchers investigated various approaches to simulate forces in virtual reality. Here,
several papers concentrated on how to provide haptic feedback using head-worn prototypes.
Finally, we include past research related to human physiology and the vestibular system since the
stimulation of the sense of balance is a central part of Odin’s Helmet concept.

2.1 Force and Haptic Feedback

Handheld controllers are standard interaction devices for VR systems that are worn with the
user’s hands. Hence, a majority of research projects focused on handheld feedback devices. We
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Fig. 3. The otolith organ is responsible for the sense of balance. The otolithic membrane is displaced by forces

acting on the head, such as forces generated by translational movements or head tilts. Such forces result in

similar displacements during head tilts as they would during absolute acceleration without head tilts [33].

This similarity combined with a visual stimulus, similar to the illusion of motion when watching a moving

train while being stationary, serves as the base principle of Odin’s Helmet. By combining the actuation of the

user’s head with a visual stimulus of movement, we envision a manipulation of the user’s perception to feel

translation while being stationary. The two variants of actuated tilt should therefore result in the perception

of a force tilting the user’s head, such as a simulation of acceleration in a car (i.e., actuation and no visual

translation stimuli) and an illusion of self-motion (i.e., actuation and visual translation stimuli) [39].

investigated previous handheld feedback devices to adapt to a head-worn feedback system as a
concept for Odin’s Helmet. Ban et al. [5] explored directional force-feedback using motors to shift
weights that created the sense of directional inertia of virtual objects. In contrast, Shifty [46] and
Transcalibur [40] are handheld devices that use weight shifting elements to change the perception
of different weights in virtual reality. Drag:On [48], a fan-like handheld device, develops this further
by not only providing feedback via weight shifting but adds the feeling of resistance in VR by
changing its shape and surface and thus its air resistance. New research trends focus on utilising
drone propellers as haptic feedback devices. Thor’s Hammer [15] used an array of propellers to
provide 3-DoF feedback for use cases such as a feeling of dragging, tugging, and changing weight.
Aero-plane [21], another project for changing weights in VR, used two small jet propellers to
simulate shifting weights. Potential use cases include rapid weight shifting techniques in virtual
reality, where interactive objects can weigh independently. LevioPole [37] provides mid-air haptic
feedback by attaching two propellers units to a rod-like handheld device. Similar, Knierim et al. [22]
and Hoppe et al. [18] used drones as levitating interfaces to provide hands-free tactile feedback.
Here, we continue the increasing trend of utilising drone propellers to generate haptic feedback. A
broad field of new actuation and feedback types opens up by adapting and applying previously
investigated concepts to new areas.

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. EICS, Article 212. Publication date: June 2021.
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2.2 Head-Worn Force and Haptic Feedback

Previous research has scarcely investigated head-worn prototypes that provide haptic feedback.
In this context, Sand et al. [36] investigated the placement of a haptic feedback device that is
mounted to the user’s head. While they did not provide haptic feedback for the head itself, they
used the head position to provide tactile feedback in mid-air. Face/On [45] combines heat pads
and vibrotactile actuators to provide multi-sensory feedback of a burning torch on the user’s face
portion. Guggenheimer et al. presented GyroVR [14], a head-worn device that simulates weight
by rendering inertia for head movements. The recently published project HeadBlaster explored
an approach similar to Odin’s Helmet by using a compressor and air jets to actuate the user’s
head [26], limiting the walkable space due to the need for a heavy air compressor.

2.3 Sense of Balance

Balance, acceleration, and vertigo are perceived through a combination of sensors all over the
human body. The vestibular organ is a central contribution to those sensations. Spatial perception
is a multi-sensory interplay within the human body, consisting of visual, proprioceptive, and
vestibular input. The vestibular system, positioned in the inner ear, is the main contributor to the
perception of rotation, acceleration, and balance [3] which is essential for spatial self-perception
by being “[. . . ] a biological 6-DoF inertial measuring devicež as described by Mergner et al. [30]. The
system detects motion even when moved passively without additional spatial cues from vision or
acoustics.
The stimulation of the sense of balance is often neglected in current VR systems. Haptic Turk

orchestrates multiple persons to simulate acceleration and movement for a VR hang gliding ex-
perience [9]. This approach created a human-actuated motion platform that followed the same
principle as automated motion platforms such as CableRobot Simulator [31] or hexapods [38].
These platforms can simulate g-forces and acceleration for moving vehicles in VR. Due to these
platforms’ nature, they have high safety regulations and need a large area of operation. VRspinning
is a 1-DoF Motion Platform that uses an actuated office chair to enable horizontal rotations [34].
Teng et al. enhanced this idea and added force output for rotation, tilt, and rolling to an office
chair [42]. Von Willich et al. used the rotation and tilting properties of an office chair as an input
modality for driving on a race track [43].
While the systems mentioned above rely on the physical manipulation of the sense of balance,

other approaches artificially manipulation the sense. Galvanic Vestibular Manipulation (GVS) di-
rectly affects the sense of balance by directly stimulating vestibular reflexes through the application
of electrodes, leading to head and body sways when a current is applied [12]. Byrne et al. explored
the effects of vertigo in their game “Balance Ninjaž causing the players to lose their balance through
GVS. They also concluded that GVS is restrictive due to the direct attachment to the user’s body and
suggested the design of devices to be as little invasive as possible such as the use of headwear [7].
Further downsides are the extensive process of attaching the diodes directly to the body, being
uncomfortable, and the need for an individualised calibration [7, 15]. These restrictions also may
hinder greater immersion [2]. With Odin’s Helmet, we present a novel concept to actuate the user’s
head to simulate VR forces.

3 ODIN’S HELMET

Potential VR experiences include recreation, gaming, online meetings, and training of complex or
dangerous scenarios (i.e., driving a car [6, 10]). While the visual and auditory representations of
such simulations are immersive, the representation of physical forces is still rudimentary. Feedback
in virtual worlds makes the experience more immersive and enhances the user’s judgment of their
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Fig. 4. Odin’s Helmet offers two Feedback types: impulsive and moderate and 5 actuation types: Push forces

the user’s head to be pushed into a direction, while Pull redirects the user’s head through pulling. Push

(diagonal) and Pull (diagonal) use two adjacent propellers respectively. Push & Pull (inline) uses one propeller

on each side.

own impact on the virtual world [17]. Odin’s Helmet augments the user’s head to perceive g-forces,
hence adding a further dimension (see Figure 2). For example, forces that the avatar would perceive
when driving into a curve on a race track are difficult to simulate by mere vibrotactile feedback.
Odin’s Helmet simulates the forces by actuating the user’s head (see Figure 3). In the following, we
present the concept of Odin’s Helmet together with a reference implementation.

3.1 Actuation Concept

Odin’s Helmet is inspired by Thor’s Hammer [15] which utilises propellers to provide haptic
feedback in the form of a handheld controller. Odin’s Helmet transforms this concept into a head-
worn device. The propellers enable pushing or pulling the user’s head depending on the actuation
mode (see Figure 4). The neck is the pivot point on which forces are applied. These forces manipulate
the vestibular system located in the inner ear giving the user a feeling of g-forces being applied to
their body.
The otolith organ, a part of the vestibular system, helps to detect movement of one’s body (see

Figure 3). When standing still, the otolith organ detects acceleration downwards with 1G. If there
is a forward translation, the otolith organ detects a horizontal movement (e.g., 0.5 G) that leads
to an orthogonal force downwards. By standing still and tilting the user’s head backward, the
same force of a "forward translation" (e.g., 0.5 G) can be detected while the downward force (1 G)
is not orthogonal but at a smaller angle to the "forward" force. The angle of the downward force
lets the user detect if an actual translation movement is taking place or if the head is tilted (see

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. EICS, Article 212. Publication date: June 2021.
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(a) (b)

Fig. 5. (a): A 3D-printed safety net is attached to the propeller case to ensure user safety. If desired, a tighter

net can also serve as a mechanical barrier to limit the maximum generated force by restricting airflow. (b):

Testbed for Odin’s Helmet for early evaluation. The helmet is hung on the ceiling and spring feathers are used

to measure force in Newton. An accelerator was attached at the top of the helmet to measure acceleration.

Phonometers are placed inside the helmet and in one-meter distance to measure the produced sound levels.

Figure 3). However, we argue that due to the visual dominance the combination of the visual
stimuli of movement and the actuated head tilting, the user cannot distinguish between a tilted
head and actual forward movement as the forces result in a similar displacement of the otolithic
membrane when comparing head tilts and certain acceleration [33]. This illusion of motion can
also be witnessed when looking through a window at a moving train while sitting on a stationary
train. Additionally, the proprioception of the tilted head matches the experience of the effect on the
head when steering a car, where the head is also tilted. For the simulation of forces such as sudden
acceleration or impact, such as hitting one’s head, the actuated tilt can be applied without a visual
stimulus of movement.

3.2 Conceptual Reference Implementation

We present a reference implementation of Odin’s Helmet in the following. We designed Odin’s
Helmet to be rebuilt with low-budget off-the-shelf hardware and materials which are commonly
used for FPV-drone racing. Odin’s Helmet was equipped with four 5046c Triblade propellers
combined with 2600Kv brushless DC electric motors that serve as actuators. The brushless electric
motors were controlled through a 40 Ampere Electronic Speed Controller. All four motors were
controlled using an Arduino board. The motors are mounted on the helmet and cushioned to reduce
vibration and noise. One motor is placed on each side of Odin’s Helmet (see Figure 5b). Two motors
are mounted on the sides, one at the front (i.e., the upper center of the forehead) and one at the
back of the head (i.e., close to the transition to the neck). The opposing motors are positioned
in-line with the same motors to allow for an increase in actuation power and enable a faster stop by
mutual cancellation. Here, Odin’s Helmet supports the five actuation types pull, pull diagonal, push,
push diagonal, and push & pull inline with the two feedback modes moderate increase (i.e., linearly
accelerating) and impulsive increase (i.e., sudden increase in acceleration) of forces (see Figure
4). We have selected the five actuation types to investigate how the applied forces contribute to
the overall manipulation of head movements. The two feedback types moderate and impulsive are
envisioned to map the exertion of forces for different visual scenarios in virtual reality. For safety
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reasons, the propellers are embedded with 3D-printed cases and safety nets (see Figure 5a and
Figure 5b). A tighter net can also be used to restrict the airflow and therefore serve as a mechanical
barrier to limit the maximum generated forces. Odin’s Helmet is powered using a 12V car battery.
The car battery serves as a buffer for the electric motors that can be powered without interruption
during moments of high current draw.

3.3 How Odin’s Helmet Enhances the Perception of Virtual Environments

The concept of Odin’s Helmet can be integrated into the design of future interactive systems. The
system can actuate the user’s head depending on changes in the world or user actions by mapping
physical forces to events in virtual worlds. Odin’s Helmet can use scripted events to trigger physical
simulations through forces by the chosen engine. More detailed examples of potential use cases are
found in Section 5.4.

3.3.1 States of Actuation. Odin’s Helmet can achieve the following actuation states: a neutral
position is achieved when the motors are turned off. Odin’s Helmet remains in a neutral state.
The motors are activated upon receiving an event. The motors start pinning and increase their
speed to represent continuous and intensifying virtual forces (see Figure 4 for an explanation of the
moderate feedback types). Alternatively, the motors start to spin fast upon a sudden and intense
virtual event (see Figure 4 for an explanation of the impulsive feedback types). Depending on the
desired feedback, the motors can prolong spinning to uphold the generated force, slowly decrease
their speed, or instantly turn off. All changes (i.e., starting, ongoing, turning off) as well as the
maximum speed of motors, and therefore maximum generated force, can be set depending on the
desired strength of feedback and reactive behaviour.

3.3.2 Virtual Events. VR experiences are often created in game engines such as Unity3D. In these
engines, game objects represent elements and objects of the virtual scene that can be placed in
the scene, moved, and part of physics simulations. Such game objects can be a flower, a car, or
something abstract like the user’s head position. When an object is part of a physics simulation, it
is possible to receive its current position, change in position, speed, and forces that affect the object.
These forces and properties then can be mapped to the actuation capabilities of Odin’s Helmet.
For example, if a user is represented by a game object inside a car and a set threshold of force is
exceeded, the motors of Odin’s Helmet would be turned on and spin faster or slower, equal to the
forces on the user game object.
This includes other events, such as collisions, which can be simulated. The game engine can

detect the overlap of two game objects and then trigger a collision notification. This then can
be mapped to the motors of Odin’s Helmet. For example, the user’s head gets hit in a virtual
boxing match. Upon each hit, the detected collision will trigger a short and impulsive actuation to
represent the received blow. By such events and mapping to Odin’s Helmet actuation capabilities,
the representation of physical forces is possible in a way that otherwise cannot be perceived in this
form. All presented properties, threshold, and behaviours can be adjusted to align with the desired
feedback design.

4 TECHNICAL EVALUATION

This section describes and presents a technical evaluation of a reference implementation of Odin’s
Helmet. The evaluation assesses the exerted volume and forces of the five actuation modes with
the two feedback types moderate and impulsive. We describe the testbed in the following.
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4.1 Testbed

The evaluation investigates the exerted forces in Newton (N) and the sound volume produced in
decibel (dB). All five actuation modes (i.e., pull, pull diagonal, push, push diagonal, and push & pull
inline) for each of the two feedback types moderate and impulsive (see Figure 4) were tested. We
constructed a testbed to evaluate the forces that were simulated using our motor and propeller
configuration on Odin’s Helmet for each actuation mode and feedback type (see Figure 5b). Hence,
we suspended Odin’s Helmet on strings. Additionally, spring scales (i.e., a newton meter) measured
the produced force in Newtons to a suspension bar and to the side of the helmet. We simulate
two feedback types: a moderate acceleration in which the propellers subsequently start to spin
until they reach their maximal spinning rate and an impulsive acceleration, in which the motors
accelerate to their maximal spinning rate in the shortest possible time. Both feedback types were
selected to simulate common situations typical in VR, such as accelerating a car (i.e., moderate) or
perceiving a sudden impact (i.e., impulsive).

4.1.1 Moderate Feedback Type. The measurements for the moderate feedback type started with
the motors spinning with 5% of their maximum speed, which was maintained for three seconds.
Then, the motors accelerated to full speed in two seconds. This speed was maintained for one
second. The motors decreased to zero rotations per minute in two seconds.

4.1.2 Impulsive Feedback Type. The motors spun with 5% of their maximum speed for four seconds
in the impulsive acceleration scenario. The motors then increased the speed to 100% as fast as
possible, which was held for one second. The motors were then immediately turned off.

4.1.3 Measurements. Weused an accelerometer2 tomeasure how the velocity of the helmet changes.
The accelerometer was attached to the top of the helmet. The generated noise was measured with a
phonometer that was placed inside and one outside of the helmet in the distance of one meter. All
measurements were repeated 20 times. This procedure was repeated for each of the five previously
mentioned actuation modes: One Motor Push, One Motor Pull, Two Motors Push (diagonal), Two
Motors Pull (diagonal) and Two Motor Push & Pull (inline).

4.2 Results

Our testbed measured the forces and sound levels of each feedback type and actuation mode. A
summary of the results can be seen in Table 1. We present and discuss our results in the following.
The impulsive feedback type showed the strongest force throughout all actuation modes. This

behaviour was expected since impulsive feedback utilises the sudden use of available force of
the motors. Impulsive pulling with one motor exerted more force than the other motor actuation
modes. In contrast, two impulsive pushing motors resulted in more force than the other two motor
actuation modes. Impulsive pulling and pushing with two motors inline results in the strongest
force that could be measured with Odin’s Helmet. Our design aimed at creating forces that do not
exceed 10% of the maximal forces that are safe for this body part. In our case, this means limiting
the forces to about 4N. In all but one case, we stayed in this range. For one case, the force measured
was 5N (about 13% of the forces considered safe). This could be limited either in software or by
adding a finer net over the propeller in a further iteration. Odin’s Helmet will not damage the
human neck since the cervical muscle strength among males withstands 72N and 41N for females
on average [23] (i.e., assuming the users do not have previous neck injuries). The acceleration also
generates in a safe range, as it does not exceed 0.3 G at any point during the experiment. However,
sound levels that are above 85dB are considered critical. Hence, the use of hearing protection or

2www.analog.com/media/en/technical-documentation/data-sheets/ADXL335.pdf
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Actuation Mode Feedback Type Max. Force in N Max. Sound in dB

Inside Outside

One Motor Pull Impulsive 3.5 107.2 95.3
Moderate 2.0 104.2 90.0

Push Impulsive 3.0 107.7 103.0

Moderate 2.0 108.4 98.5

Two Motors (Diagonal) Pull Impulsive 2.0 106.4 92.5
Moderate 1.5 101.2 92.3

Push Impulsive 3.0 108.7 104.1

Moderate 2.5 107.8 103.0

Two Motors (Inline) Pull & Push Impulsive 5.0 106.9 98.8

Moderate 2.5 104.2 98.2

Table 1. Maximum measurement values of the five actuation modes for each feedback type. We utilised

single motor as well as dual-motor settings to evaluate diagonal manipulations and two motors actuating in

the same direction.

noise-canceling headphones will be necessary before users can experience Odin’s Helmet. We are
planning to use in-ear monitors used by professional on-stage musicians during high-volume live
concerts. This offers a way of comfortable hearing protection that will still allow us to present the
sounds of the VR scenes to the user.

5 DISCUSSION

We presented a reference implementation of Odin’s Helmet, a head-worn device that uses propellers
to simulate g-forces in VR.We conducted a technical evaluation of Odin’s Helmet which investigates
the exerted forces of different actuation modes and their accompanied sound levels. We discuss the
implications of our results in the following.

5.1 Using the Right Actuation Mode for the Right Job

Wemeasured the exerted forces and sound levels of impulsive andmoderate feedback using different
motor configurations. We find that different actuation modes combined with different feedback
types allow the simulation of different situations in VR. On the one hand, our results show that
combining two motors that pull and push the user’s head in the same direction achieves the highest
force when using impulsive feedback. Hence, two inline motors with impulsive feedback can be used
in situations where sudden events happen (e.g., explosion next to the user in VR). Similar findings
are present in the diagonal actuation using two motors and impulsive feedback. It is interesting
to note that impulsive forces are lower when using one motor. This allows to regulate impulsive
feedback types depending on the forces that should be applied to the user. On the other hand, we
find that moderate feedback exerts lower forces when the propellers reach the maximum velocity.
This is a scenario where g-forces are slowly applied to the user, such as in car driving scenarios.
User interface designer should use impulsive feedback if the mediation of sudden events

in VR is of high priority. Impulsive feedback can be delivered with different magnitudes to
match the displayed VR experience depending on the number of motors in their respective pull and
push configurations. Moderate feedback is advised when feedback should be slowly added

to the user’s head to simulate the gradual application of forces.
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5.2 Sound Levels

Our results show that the sound levels are different per actuation mode and feedback type. Here,
we find the lowest sound levels with one motor using a pull feedback type. Interestingly, one motor
with an impulsive pull configuration provides the highest force with decent sound levels compared
to the actuation modes and feedback types. It is advisable to use one pulling motor if a force

of 3.5N is sufficient. Designers should consider the other actuation modes if more forces are
required. However, this represents a tradeoff as sound levels may increase with different actuation
modes.

5.3 Limitations and Future Work

We acknowledge a number of limitations of our evaluation.We did not conduct a user’s to investigate
the overall forces that can be exerted using Odin’s Helmet. With this, we prevent putting user’s
into danger before we understand the overall impact of the forces. However, our results show that
the forces of our configuration are harmless [23]. We will conduct a user-centered evaluation of
Odin’s Helmet in the future. Furthermore, we did not investigate the correlation between different
head shapes, propeller sizes, and noise levels. This includes changes in current draw which can
influence the exerted forces on the user. These factors can influence the individual perception of
the user. We will include these aspects as part of the future evaluation.

We acknowledge the potential presence of latencies between the controller that sends commands
and the final force applied by the motors. Achieving the desired force levels can require several
seconds. The latency between events in the virtual scene and the perceived actuation will be among
the next relevant evaluation factors. While we will include this in the upcoming study, past research
has shown that the motors’ latency is negligible [41]. Odin’s Helmet employs high sound levels.
The use of hearing protection (e.g., noise-canceling headphones) or the suitable integration of the
sound levels for the displayed VR scene is subject for future work.

5.4 Use Cases

We present use cases that benefit from the simulation of forces in VR in the following. We focus on
the simulation of forces on the user’s head and outline further applications besides the generation
of haptic feedback alone. These examples show how Odin’s Helmet can increase immersion and
perceived presence. This can be achieved by mapping acceleration and deceleration ś in different
actuation modes ś to events taking place in the virtual world. Events such as accelerating a car
or bumping one’s head will then trigger the actuation mode (impulsive/moderate) and actuated
strength depending on the desired feedback design.

5.4.1 Training and Simulation. VR is a suitable technology to simulate scenarios that would either
be too (a) complicated to be carried out or (b) too dangerous to be conducted in real environ-
ments [10]. VR training scenarios, such as professional driving on race tracks or flight simulations,
are already in use to educate people [6]. These scenarios did not simulate forces that are present
in the virtual environment, hence dismissing an important immersion factor. While hexapods are
sometimes used for simulation of g-forces [1, 13], Odin’s Helmet closes this gap by simulating these
forces without the need for large equipment. The haptic feedback does not only help to increase
the immersion and presence of the user but also helps to receive a better feeling of the virtual
world. It helps user’s to assess virtual situations better during training. For example, g-forces can
be simulated when accelerating or decelerating in curves by tilting the user’s head in the respective
direction. Thus, forces can be applied relative to the forces in the simulation (i.e., a car is driving
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smoothly into a curve) or impulsively (i.e., the car crashes with another object). Ongoing accelera-
tions become stronger by successively increasing the propellers’ pull and push intensities, hence
letting the user feel a continuous increase in speed.

5.4.2 Video Games. Odin’s Helmet can augment virtual environments in video games by simulate
forces that are commonly not represented with adequate haptic feedback. Previous approaches that
mediated forces of the virtual world were accomplished via hand-held controllers [47], drones [18,
22], or electrical muscle stimulation [28, 29]. Odin’s Helmet provides continuous haptic feedback,
in contrast to previous approaches that provided feedback only for a short moment. Examples are
acceleration scenarios in which the virtual avatar is subject to continuous or increasing feedback.
Short, intensive feedback can be delivered during boxing scenarios in which the head is hit, close by
explosions, the user bumping the avatar’s head while taking cover, or being stopped from pushing
the head through a virtual wall to see what is on the other side.

5.4.3 Redirected Walking and View.

“Where the head goes, the body follows.ž- Ryan Holiday

A key principle in sports and martial arts is to move the head into the direction in which the body
should move. If the head of a person is subtly moved by a mechanism, the body movement, and
hence the walking direction of the user, can be manipulated. Odin’s Helmet can make use of this
by directing the user’s head for redirected walking purposes. In contrast to previous approaches
that utilised electrical muscle stimulation [4] to simulate infinite walking scenarios, Odin’s Helmet
eliminates the need for electrode attachments. Our system could gently navigate users through
environments without on-skin stimulation. Further, Odin’s Helmet could be used to direct the
user’s perception and focus on important elements of VR scenarios or 360-degree videos as a form
of attention guidance.

5.4.4 Weather Simulations. Odin’s Helmet allows variable propeller spinning directions and speeds.
Environmental weather changes can be simulated by pulling and pushing walking users from the
desired direction. The perception of wind can be simulated by using the airflow generated by the
propellers as explored by previous prototypes [8, 24]. Forces simultaneously pull and push the
user’s head into the respective direction. Such illusions make scenarios in which the user feels
breezes (e.g., during hiking scenarios when climbing a hill) more realistic. Adjusting the rotations
per minute can increase or decrease the perceived level of wind, thus offering wind forces between
soft breezes and storms.

6 CONCLUSION

We present Odin’s Helmet, a conceptual head-worn system that uses propellers to actuate and
direct the user’s head with either impulsive or moderate feedback. We envision Odin’s Helmet
actuate the user’s head, hence stimulating the otolith organ, which is responsible for the sense of
balance. Odin’s Helmet utilises four propellers that are mounted on the sides, front, and back of the
helmet as actuators using five actuation modes and two feedback types. Finally, we present several
use cases that benefit from the simulation of g-forces using Odin’s Helmet.
A technical evaluation shows that the system does not exert excessive force on the user’s head

and does not exceed the physical limitation of the human neck, hence not impacting the user’s
health. However, precautions should be made regarding produced sound by using adequate hearing
protection. Finally, Odin’s Helmet uses affordable off-the-shelf hardware and actively encourages
to recreate of the prototype with different settings. We are confident that haptic feedback and
the simulation of forces are going to be important variables for immersive Virtual Reality (VR)
experiences. Every sense that is involved in the experience adds to the immersion and therefore
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increases the perceived presence. The simulation of g-forces and stimulation of the sense of balance
is often neglected, especially in commercially available VR systems. The concept of Odin’s Helmet
shows how g-forces serve as a new type of feedback that paves the way for future interfaces and
use cases that augment the user’s sense of balance and self-motion in virtual environments.

ACKNOWLEDGEMENTS

This work was supported by the European
Union’s Horizon 2020 Programme under
ERCEA grant no. 683008 AMPLIFY.

REFERENCES

[1] Sunjoo Advani, Dean Giovannetti, and Muchael Blum. 2002. Design of a hexapod motion cueing system for the nasa

ames vertical motion simulator. In AIAA Modeling and Simulation Technologies Conference and Exhibit. 4794.

[2] Cassandra N Aldaba and Zahra Moussavi. 2020. Effects of virtual reality technology locomotive multi-sensory motion

stimuli on a user simulator sickness and controller intuitiveness during a navigation task. Medical & Biological

Engineering & Computing 58, 1 (2020), 143ś154.

[3] Dora E Angelaki, Eliana M Klier, and Lawrence H Snyder. 2009. A vestibular sensation: probabilistic approaches to

spatial perception. Neuron 64, 4 (2009), 448ś461.

[4] Jonas Auda, Max Pascher, and Stefan Schneegass. 2019. Around the (Virtual) World: Infinite Walking in Virtual Reality

Using Electrical Muscle Stimulation. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems

(Glasgow, Scotland Uk) (CHI ’19). Association for Computing Machinery, New York, NY, USA, Article 431, 8 pages.

https://doi.org/10.1145/3290605.3300661

[5] Seonghoon Ban and Kyung Hoon Hyun. 2019. Directional Force Feedback: Mechanical Force Concentration for

Immersive Experience in Virtual Reality. Applied Sciences 9, 18 (2019), 3692.

[6] F. Buttussi and L. Chittaro. 2018. Effects of Different Types of Virtual Reality Display on Presence and Learning in a

Safety Training Scenario. IEEE Transactions on Visualization and Computer Graphics 24, 2 (2018), 1063ś1076.

[7] Richard Byrne, Joe Marshall, and Florian’Floyd’ Mueller. 2016. Balance ninja: towards the design of digital vertigo

games via galvanic vestibular stimulation. In Proceedings of the 2016 Annual Symposium on Computer-Human Interaction

in Play. 159ś170.

[8] Sylvain Cardin, Daniel Thalmann, and Frederic Vexo. 2007. Head mounted wind. In proceeding of the 20th annual

conference on Computer Animation and Social Agents (CASA2007). 101ś108.

[9] Lung-Pan Cheng, Patrick Lühne, Pedro Lopes, Christoph Sterz, and Patrick Baudisch. 2014. Haptic Turk: A Motion

Platform Based on People. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (Toronto,

Ontario, Canada) (CHI ’14). Association for Computing Machinery, New York, NY, USA, 3463ś3472. https://doi.org/10.

1145/2556288.2557101

[10] Luca Chittaro and Nicola Zangrando. 2010. The Persuasive Power of Virtual Reality: Effects of Simulated Human

Distress on Attitudes towards Fire Safety. In Persuasive Technology, Thomas Ploug, Per Hasle, andHarri Oinas-Kukkonen

(Eds.). Springer Berlin Heidelberg, Berlin, Heidelberg, 58ś69.

[11] Inrak Choi, Eyal Ofek, Hrvoje Benko, Mike Sinclair, and Christian Holz. 2018. CLAW: A Multifunctional Handheld

Haptic Controller for Grasping, Touching, and Triggering in Virtual Reality. In Proceedings of the 2018 CHI Conference

on Human Factors in Computing Systems (Montreal QC, Canada) (CHI ’18). Association for Computing Machinery, New

York, NY, USA, Article 654, 13 pages. https://doi.org/10.1145/3173574.3174228

[12] Richard C Fitzpatrick and Brian L Day. 2004. Probing the human vestibular system with galvanic stimulation. Journal

of applied physiology 96, 6 (2004), 2301ś2316.

[13] TiauwGo, Judith Burki-Cohen,William Chung, Jeffery Schroeder, Ghislain Saillant, Sean Jacobs, and Thomas Longridge.

2021. The effects of enhanced hexapod motion on airline pilot recurrent training and evaluation. In AIAA Modeling

and Simulation Technologies Conference and Exhibit. 5678.

[14] Jan Gugenheimer, Dennis Wolf, Eythor R. Eiriksson, Pattie Maes, and Enrico Rukzio. 2016. GyroVR: Simulating

Inertia in Virtual Reality Using Head Worn Flywheels. In Proceedings of the 29th Annual Symposium on User Interface

Software and Technology (Tokyo, Japan) (UIST ’16). Association for Computing Machinery, New York, NY, USA, 227ś232.

https://doi.org/10.1145/2984511.2984535

[15] Seongkook Heo, Christina Chung, Geehyuk Lee, and Daniel Wigdor. 2018. Thor’s Hammer: An Ungrounded Force

Feedback Device Utilizing Propeller-Induced Propulsive Force. In Proceedings of the 2018 CHI Conference on Human

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. EICS, Article 212. Publication date: June 2021.



212:14 Matthias Hoppe et al.

Factors in Computing Systems (Montreal QC, Canada) (CHI ’18). Association for Computing Machinery, New York, NY,

USA, Article 525, 11 pages. https://doi.org/10.1145/3173574.3174099

[16] Matthias Hoppe, Marinus Burger, Albrecht Schmidt, and Thomas Kosch. 2019. DronOS: A Flexible Open-Source

Prototyping Framework for Interactive Drone Routines. In Proceedings of the 18th International Conference on Mobile

and Ubiquitous Multimedia (Pisa, Italy) (MUM ’19). Association for Computing Machinery, New York, NY, USA, Article

15, 7 pages. https://doi.org/10.1145/3365610.3365642

[17] Matthias Hoppe, Jakob Karolus, Felix Dietz, Paweł W. Woźniak, Albrecht Schmidt, and Tonja-Katrin Machulla. 2019.

VRsneaky: Increasing Presence in VR Through Gait-Aware Auditory Feedback. In Proceedings of the 2019 CHI Conference

on Human Factors in Computing Systems (Glasgow, Scotland Uk) (CHI ’19). Association for Computing Machinery, New

York, NY, USA, Article 546, 9 pages. https://doi.org/10.1145/3290605.3300776

[18] Matthias Hoppe, Pascal Knierim, Thomas Kosch, Markus Funk, Lauren Futami, Stefan Schneegass, Niels Henze, Albrecht

Schmidt, and Tonja Machulla. 2018. VRHapticDrones: Providing Haptics in Virtual Reality through Quadcopters.

In Proceedings of the 17th International Conference on Mobile and Ubiquitous Multimedia (Cairo, Egypt) (MUM 2018).

Association for Computing Machinery, New York, NY, USA, 7ś18. https://doi.org/10.1145/3282894.3282898

[19] Matthias Hoppe, Thomas Kosch, Pascal Knierim, Markus Funk, and Albrecht Schmidt. 2019. Are Drones Ready

for Takeoff? Reflecting on Challenges and Opportunities in Human-Drone Interfaces. In International Workshop on

Human-Drone Interaction at the CHI Conference on Human Factors in Computing Systems. https://doi.org/hal-02128388

[20] Matthias Hoppe, Yannick Weiß, Marinus Burger, and Thomas Kosch. 2020. Don’t Drone Yourself in Work: Discussing

DronOS as a Framework for Human-Drone Interaction. In 2nd International Workshop on Human-Drone Interaction at

the CHI Conference on Human Factors in Computing Systems. https://doi.org/10.13140/RG.2.2.17365.04325

[21] Seungwoo Je,Myung Jin Kim,Woojin Lee, Byungjoo Lee, Xing-Dong Yang, Pedro Lopes, andAndrea Bianchi. 2019. Aero-

Plane: A Handheld Force-Feedback Device That Renders Weight Motion Illusion on a Virtual 2D Plane. In Proceedings

of the 32nd Annual ACM Symposium on User Interface Software and Technology (New Orleans, LA, USA) (UIST ’19).

Association for Computing Machinery, New York, NY, USA, 763ś775. https://doi.org/10.1145/3332165.3347926

[22] Pascal Knierim, Thomas Kosch, Valentin Schwind, Markus Funk, Francisco Kiss, Stefan Schneegass, and Niels Henze.

2017. Tactile Drones - Providing Immersive Tactile Feedback in Virtual Reality through Quadcopters. In Proceedings of

the 2017 CHI Conference Extended Abstracts on Human Factors in Computing Systems (CHI EA ’17). ACM, New York, NY,

USA. https://doi.org/10.1145/3027063.3050426

[23] Shrawan Kumar, Yogesh Narayan, and Tyler Amell. 2001. Cervical strength of young adults in sagittal, coronal, and

intermediate planes. Clinical Biomechanics 16, 5 (2001), 380 ś 388. https://doi.org/10.1016/S0268-0033(01)00023-7

[24] Anke Lehmann, Christian Geiger, Bjorn Woldecke, and Jorg Stocklein. 2009. Poster: Design and evaluation of 3D

content with wind output. In 2009 IEEE Symposium on 3D User Interfaces. IEEE, 151ś152.

[25] Shi-Hong Liu, Pai-Chien Yen, Yi-Hsuan Mao, Yu-Hsin Lin, Erick Chandra, and Mike Y. Chen. 2020. HeadBlaster: A

Wearable Approach to Simulating Motion Perception Using Head-Mounted Air Propulsion Jets. ACM Trans. Graph. 39,

4, Article 84 (July 2020), 12 pages. https://doi.org/10.1145/3386569.3392482

[26] Shi-Hong Liu, Pai-Chien Yen, Yi-Hsuan Mao, Yu-Hsin Lin, Erick Chandra, and Mike Y Chen. 2020. HeadBlaster: a

wearable approach to simulating motion perception using head-mounted air propulsion jets. ACM Transactions on

Graphics (TOG) 39, 4 (2020), 84ś1.

[27] Pedro Lopes, Alexandra Ion, and Patrick Baudisch. 2015. Impacto: Simulating Physical Impact by Combining Tactile

Stimulation with Electrical Muscle Stimulation. In Proceedings of the 28th Annual ACM Symposium on User Interface

Software Technology (Charlotte, NC, USA) (UIST ’15). Association for Computing Machinery, New York, NY, USA,

11ś19. https://doi.org/10.1145/2807442.2807443

[28] Pedro Lopes, Sijing You, Lung-Pan Cheng, Sebastian Marwecki, and Patrick Baudisch. 2017. Providing Haptics to Walls

Heavy Objects in Virtual Reality by Means of Electrical Muscle Stimulation. In Proceedings of the 2017 CHI Conference

on Human Factors in Computing Systems (Denver, Colorado, USA) (CHI ’17). Association for Computing Machinery,

New York, NY, USA, 1471ś1482. https://doi.org/10.1145/3025453.3025600

[29] Pedro Lopes, Sijing You, Alexandra Ion, and Patrick Baudisch. 2018. Adding Force Feedback to Mixed Reality

Experiences and Games Using Electrical Muscle Stimulation. In Proceedings of the 2018 CHI Conference on Human

Factors in Computing Systems (Montreal QC, Canada) (CHI ’18). Association for Computing Machinery, New York, NY,

USA, Article 446, 13 pages. https://doi.org/10.1145/3173574.3174020

[30] Thomas Mergner and Stefan Glasauer. 1999. A simple model of vestibular canal-otolith signal fusion. Annals of the

New York Academy of Sciences 871, 1 (1999), 430ś434.

[31] Philipp Miermeister, Maria Lächele, Rainer Boss, Carlo Masone, Christian Schenk, Joachim Tesch, Michael Kerger,

Harald Teufel, Andreas Pott, and Heinrich H Bülthoff. 2016. The cablerobot simulator large scale motion platform

based on cable robot technology. In 2016 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS).

IEEE, 3024ś3029.

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. EICS, Article 212. Publication date: June 2021.



Odin’s Helmet: A Head-Worn Haptic Feedback Device

to Simulate G-Forces on the Human Body in Virtual Reality 212:15

[32] Roshan Lalintha Peiris, Wei Peng, Zikun Chen, Liwei Chan, and Kouta Minamizawa. 2017. Thermovr: Exploring

integrated thermal haptic feedback with head mounted displays. In Proceedings of the 2017 CHI Conference on Human

Factors in Computing Systems. 5452ś5456.

[33] Dale Purves, G Augustine, D Fitzpatrick, L Katz, A LaMantia, J McNamara, and S Williams. 2001. Neuroscience 2nd

edition. sunderland (ma) sinauer associates.

[34] Michael Rietzler, Teresa Hirzle, Jan Gugenheimer, Julian Frommel, Thomas Dreja, and Enrico Rukzio. 2018. Vrspinning:

Exploring the design space of a 1d rotation platform to increase the perception of self-motion in vr. In Proceedings of

the 2018 Designing Interactive Systems Conference. 99ś108.

[35] Maria V Sanchez-Vives and Mel Slater. 2005. From presence to consciousness through virtual reality. Nature Reviews

Neuroscience 6, 4 (2005), 332ś339. https://doi.org/doi.org/10.1038/nrn165

[36] Antti Sand, Ismo Rakkolainen, Poika Isokoski, Jari Kangas, Roope Raisamo, and Karri Palovuori. 2015. Head-Mounted

Display with Mid-Air Tactile Feedback. In Proceedings of the 21st ACM Symposium on Virtual Reality Software and

Technology (Beijing, China) (VRST ’15). Association for Computing Machinery, New York, NY, USA, 51ś58. https:

//doi.org/10.1145/2821592.2821593

[37] Tomoya Sasaki, Richard Sahala Hartanto, Kao-Hua Liu, Keitarou Tsuchiya, Atsushi Hiyama, and Masahiko Inami. 2018.

Leviopole: mid-air haptic interactions using multirotor. In ACM SIGGRAPH 2018 Emerging Technologies. 1ś2.

[38] Oliver Schulzyk, Jens Bongartz, Tobias Bildhauer, Ulrich Hartmann, B Goebel, R Herpers, and Dietmar Reinert. 2007. A

Bicycle Simulator Based on a Motion Platform in a Virtual Reality EnvironmentÐFIVIS Project. In Advances in Medical

Engineering. Springer, 323ś328.

[39] Pierre Selva, J Morlier, and Y Gourinat. 2009. Development of a dynamic virtual reality model of the inner ear sensory

system as a learning and demonstrating tool. Modelling and simulation in engineering 2009 (2009).

[40] Jotaro Shigeyama, Takeru Hashimoto, Shigeo Yoshida, Takuji Narumi, Tomohiro Tanikawa, and Michitaka Hirose.

2019. Transcalibur: A Weight Shifting Virtual Reality Controller for 2D Shape Rendering Based on Computational

Perception Model. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems (Glasgow,

Scotland Uk) (CHI ’19). Association for Computing Machinery, New York, NY, USA, Article 11, 11 pages. https:

//doi.org/10.1145/3290605.3300241

[41] Nikolai Smolyanskiy and Mar Gonzalez-Franco. 2017. Stereoscopic First Person View System for Drone Navigation.

Frontiers in Robotics and AI 4 (2017), 11. https://doi.org/10.3389/frobt.2017.00011

[42] Shan-Yuan Teng, Da-Yuan Huang, Chi Wang, Jun Gong, Teddy Seyed, Xing-Dong Yang, and Bing-Yu Chen. 2019.

Aarnio: Passive Kinesthetic Force Output for Foreground Interactions on an Interactive Chair. In Proceedings of the

2019 CHI Conference on Human Factors in Computing Systems. 1ś13.

[43] Julius von Willich, Dominik Schön, Sebastian Günther, Florian Müller, Max Mühlhäuser, and Markus Funk. 2019.

VRChairRacer: Using an Office Chair Backrest as a Locomotion Technique for VR Racing Games. In Extended Abstracts

of the 2019 CHI Conference on Human Factors in Computing Systems. 1ś4.

[44] Eric Whitmire, Hrvoje Benko, Christian Holz, Eyal Ofek, and Mike Sinclair. 2018. Haptic revolver: Touch, shear, texture,

and shape rendering on a reconfigurable virtual reality controller. In Proceedings of the 2018 CHI Conference on Human

Factors in Computing Systems. 1ś12.

[45] Dennis Wolf, Michael Rietzler, Leo Hnatek, and Enrico Rukzio. 2019. Face/On: Multi-Modal Haptic Feedback for

Head-Mounted Displays in Virtual Reality. IEEE transactions on visualization and computer graphics 25, 11 (2019),

3169ś3177.

[46] Andre Zenner and Antonio Krüger. 2017. Shifty: A weight-shifting dynamic passive haptic proxy to enhance object

perception in virtual reality. IEEE transactions on visualization and computer graphics 23, 4 (2017), 1285ś1294.

[47] André Zenner and Antonio Krüger. 2019. Drag: on: A Virtual Reality Controller Providing Haptic Feedback Based on

Drag and Weight Shift. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems. 1ś12.

[48] André Zenner and Antonio Krüger. 2019. Drag:On: A Virtual Reality Controller Providing Haptic Feedback Based on

Drag and Weight Shift. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems (Glasgow,

Scotland Uk) (CHI ’19). Association for Computing Machinery, New York, NY, USA, Article 211, 12 pages. https:

//doi.org/10.1145/3290605.3300441

Received February 2021; accepted April 2021

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. EICS, Article 212. Publication date: June 2021.


	Abstract
	1 Introduction
	2 Related Work
	2.1 Force and Haptic Feedback
	2.2 Head-Worn Force and Haptic Feedback
	2.3 Sense of Balance

	3 Odin's Helmet
	3.1 Actuation Concept
	3.2 Conceptual Reference Implementation
	3.3 How Odin’s Helmet Enhances the Perception of Virtual Environments

	4 Technical Evaluation
	4.1 Testbed
	4.2 Results

	5 Discussion
	5.1 Using the Right Actuation Mode for the Right Job
	5.2 Sound Levels
	5.3 Limitations and Future Work
	5.4 Use Cases

	6 Conclusion
	References

